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Chapter 1

Introduction

At present hexagonal ferrites are well established magnetic materials with many uses, they can be found in cost-effective hard magnets as well as in components for high-frequency applications. Interest in hexaferrites has been rekindled by discovery of intrinsic magnetoelectrics amongst Y type materials with strong coupling of magnetic and electric order as well as by emergence of various low-dimensional hexaferrite systems (e.g. nanoparticles and thin layers). Of course there is still effort devoted to “classical” hexaferrite systems aimed on improving their performance in applications and unveiling related physics.

This work deals with hexagonal ferrites of different types. We were interested in their microstructure, namely preference sites for substitution atoms, changes of substitution distribution upon thermal treatment, localization of ferrous ions and effects of lowering particle size. To answer these questions we employed nuclear magnetic resonance (NMR), a local technique providing information on close surroundings of probe nuclei, and electronic structure calculations, which have been utilized in order to obtain more insight into the NMR data. In case of Y type hexaferrite samples magnetoelectric experiments have been performed as well.

First there are introductory chapters dealing with studied systems (chapter 2), employed techniques (chapters 3 and 4) and describing the actual approaches applied in the pursuit of information on the studied systems (chapter 5).

These chapters are followed by the ones devoted to actual results, each of these chapters has its own summary.

In chapter 6 we start with study of oriented SrM layers on SrTiO$_3$ substrate and submicron size BaM particles, in these systems we observed effects of particle size on NMR spectra.

Then there is chapter 7 on magnetoelectric Y type hexaferrites where we
aimed on effect of thermal treatment on microstructure and magnetoelectric properties of these materials.

This is followed by chapter 8 containing theoretical considerations useful for analysis of $^{57}$Fe NMR spectra of substituted M type hexaferrites.

In chapter 9 we deal with Sc doped BaM spheres, where we investigated spatial homogeneity of Sc content (and content of possible contaminants) throughout parent single crystal out of which the spheres were fabricated.

Next comes chapter 10 dealing with LaSrM hexaferrites and LaSrM co-substituted by Zn, Cu and Co. Here we studied effect of extra charge brought in by trivalent La and its compensation by co-substitution by the divalent small ions. In co-substituted systems we also investigated site preference of small cations.

Finally there is chapter 11 on interpretation of $^{57}$Fe spectra of SrFe$_2$W and SrFe$_2$X hexaferrites, and localization of ferrous ions in these structures.

Main results presented in the thesis are summarized in chapter 12.
Chapter 2

Hexagonal ferrites

Out of iron oxides, hexagonal ferrites are a broad subset which is of great practical importance as well as scientific interest. These systems are ferimagnets as dominant interaction between magnetic ions is oxygen-mediated antiferromagnetic superexchange. They offer a variety of magnetic structures and properties – these qualities are determined by structure and particular composition. In following we will briefly deal with materials studied in this work. More detailed information may be found elsewhere [1–6].

2.1 Crystal structure

Hexaferrite structure is based on layers of tightly packed large ions, which are either solely oxygen anions or oxygen anions and large cations (Ba$^{2+}$, Sr$^{2+}$, Pb$^{2+}$, La$^{3+}$ . . .). Interstitial cavities between large ions are occupied by small cations, most typically Fe$^{3+}$ or Fe$^{2+}$, other elements can be introduced as well (Zn$^{2+}$, Co$^{2+}$, Al$^{3+}$, Ti$^{4+}$, . . .).

All hexaferrite unit cells may be viewed as composed of so-called structural blocks – smaller structural motifs repeating within a hexaferrite unit cell. There are three basic structural blocks: S, R and T. The blocks can be stacked along hexagonal axis in many different sequences, thus giving rise to abundance of various hexaferrite types [1–3].

2.1.1 Structural blocks

The three different structural blocks denoted as S, R and T, contain 2, 3 and 4 oxygen layers respectively (along with small cations in the interstitial cavities). In R and T blocks there are also large cations present in the inner layers. Further there are small cation sites on block boundary, which are shared
by two adjacent blocks. The blocks are depicted in figure 2.1.

S block may also be viewed as a slice of cubic spinel structure. It contains two oxygen layers, small cations occupy tetrahedral cavities and two types of octahedral ones (in spinel structure all octahedral sites are equivalent, however we further distinguish sites on block boundary, which are shared by adjacent blocks, from those located inside the block).

R block consists of three large ion layers, the outer ones contain exclusively oxygen anions while in the central one there are large cations. Small cations occupy two types of octahedral cavities and one type of 5-coordinated bipyramidal cavity, which may also be viewed as two face sharing tetrahedral cavities.

T block is the largest with 4 large ion layers, the outer layers again consist solely of oxygen while both inner layers contain oxygen anions as well as large cations. Small cations are in two types of octahedral and one type of tetrahedral cavities.

Figure 2.1: Structural blocks of hexagonal ferrites. Small blue balls represent oxygen atoms, large grey balls represent large cations, coloured balls represent small cations. Size of the balls is in no relation to ionic radii. The small ions depicted in magenta color are shared by two adjacent blocks. Created with XCrySDen [7].
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2.1.2 M type

The M type hexagonal ferrite consists of regularly altering R and S blocks, the sequence corresponding to one unit cell being RSR*S* where the * denotes rotation of the block by 180° about hexagonal c axis. One unit cell contains two formula units (f.u.) LFe$_{12}$O$_{19}$. Depending on large cation type (L = Ba, Sr ...) the systems are labeled as BaM, SrM...

Spacegroup of M type structure is $P6_3/mmc$, large cations are in 2$d$ sites, small cation occupy five different crystallographic sites: 3 octahedral: 2$a$, 4$f_{VI}$, 12$k$, one tetrahedral 4$f_{IV}$ and one bipyramidal 2$b$. The 4$f_{IV}$ and 4$f_{VI}$ sites are also labeled as 4$f_1$ and 4$f_2$ respectively.

Lattice constants are $c \approx 23.1$ Å and $a \approx 5.9$ Å, they vary by up to 1% amongst BaM, SrM and PbM systems. Planes of large cations perpendicular to hexagonal axis are mirror planes of the structure. The bipyramidal 2$b$ polyhedra can be pictured as composed of two face-sharing oxygen tetrahedra, it has been suggested that the 2$b$ iron is actually split by about 0.16 Å into two half-atoms above and bellow the mirror plane [3,8].

In LaM system cooled below 110 K the lattice symmetry changes from hexagonal to orthorhombic $Cmcm$ [9], comparison of corresponding unit cells is in figure 2.3. The most important consequence of the structural change is, that hexagonal ($P6_3/mmc$) 12$k$ sites are split 1:2 into orthorhombic ($Cmcm$) 16$h$ and 8$f_3$ sites.
**CHAPTER 2. HEXAGONAL FERRITES**

Figure 2.2: Unit cell of M–type hexagonal ferrite. Oxygen anions occupy five nonequivalent sites, which are not distinguished. Size of the balls is in no relation to ionic radii. Created with XCrySDen [7].

Figure 2.3: Comparison of small cation positions in orthorhombic and hexagonal unit cell of LaM. Hexagonal 12\(k\) position breaks up into orthorhombic 16\(h\) and 8\(f_3\). While hexagonal unit cell contains two formula units, the orthorhombic contains four. Created with XCrySDen [7].
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2.1.3 W and X types

The W and X type hexaferrites contain one additional S block per formula unit, which leads to formation of two sites for divalent ions per f.u. (assuming divalent large cations and trivalent small ions). The W or X systems are usually denoted as LM\(_2\)W or L\(_2\)M\(_2\)X where L stands for large ion and M for divalent ion. One formula unit of W ferrite is LM\(_2\)Fe\(_{16}\)O\(_{29}\) and one f.u. of X type is L\(_2\)M\(_2\)Fe\(_{28}\)O\(_{46}\), one unit cell of W type hexaferrite contains 2 f.u., unit cell of X type contains 3 f.u. Stacking sequence of W type is RSSR\(^*_S\)S\(^*_S\) and that of X type is RSRSSR\(^*_S\)R\(^*_S\)S\(^*_S\). Spacegroup of W type structure is \(P6_3/mmc\), spacegroup of X structure is \(R\bar{3}m\).

Crystallographic positions of iron ions in M type, LFe\(_2\)W and L\(_2\)Fe\(_2\)X hexaferrites are listed in table 2.1 together with orientations of magnetic moments of the sites. There are seven inequivalent small cation sites in W type and eleven in X type. Unit cells of W and X type hexaferrites are shown in figure 2.4, that of M type can be found in figure 2.2.

One can see that W type resembles M type with pair of S blocks in place of single S block in M. The X structure than can be viewed as formed by stacking of two types of block sequences: half M cell (RS block pair) and half W cell (RSS block triplet). While in M and W structures the planes of large cations perpendicular to hexagonal axis were mirror planes, in X structure is this symmetry lost and the two octahedral sites inside R blocks are no longer equivalent.
### Table 2.1: Comparison of crystallographic positions occupied by iron in M, W and X hexaferrites and their spin orientations.

<table>
<thead>
<tr>
<th>Block</th>
<th>Coordination</th>
<th>Hexaferrite type</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>octahedral</td>
<td>M</td>
</tr>
<tr>
<td>S</td>
<td>tetrahedral</td>
<td>↑ 2a</td>
</tr>
<tr>
<td>R</td>
<td>octahedral</td>
<td>↓ 4f_{VI}</td>
</tr>
<tr>
<td>R</td>
<td>bipyramidal</td>
<td>↑ 2b</td>
</tr>
<tr>
<td>SS</td>
<td>octahedral</td>
<td>↑ 4f_{VI}</td>
</tr>
<tr>
<td>SS</td>
<td>tetrahedral</td>
<td>↓ 4f_{VI}</td>
</tr>
<tr>
<td>R-S</td>
<td>octahedral</td>
<td>↑ 12k</td>
</tr>
<tr>
<td>R-SS</td>
<td>octahedral</td>
<td>↑ 12k</td>
</tr>
<tr>
<td>S-S</td>
<td>octahedral</td>
<td>↑ 6g</td>
</tr>
</tbody>
</table>

Figure 2.4: Unit cells of W type hexaferrite (left) and of X type hexaferrite (right). Created with XCrySDen [7].
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2.1.4 Y type

One unit cell contains three formula units $L_2M_2Fe_{12}O_{22}$ and consists of STS'T'S”T” sequence of blocks, where ’ denotes rotation by $120^\circ$ about hexagonal axis. Spacegroup of Y type structure is $R\bar{3}m$. As in W and X type hexaferrites, in Y type there are two divalent M ions per f.u. as well. There are six inequivalent positions for small ions in the structure – see figure 2.5.

We studied $Ba_{1-x}Sr_xZn_2Y$ systems, in these materials the divalent Zn cations occupy tetrahedral sites, however as there are twice as much tetrahedral sites as there are Zn cations in the structure, hence on top of (Ba–Sr) disorder in occupation of large cation sublattice there is (Fe–Zn) disorder in occupation of tetrahedral sublattices.

Main effect of Ba–Sr substitution is change of $6c^*_V - O - 6c_{VI}$ bond angle as relatively large $Ba^{2+}$ cations are replaced by smaller $Sr^{2+}$ cations. This allows to tune magnetic properties of the system.
Figure 2.5: Unit cell of Y–type hexagonal ferrite. Created with XCrySDen [7].
2.2 Magnetism

Dominant interaction shaping magnetic structure of the hexaferrites is superexchange mediated by oxygen anions. Raw estimates of exchange interaction strengths can be based on Goodenough–Kanamori rules. Interactions between neighbor ferric ions are antiferromagnetic their magnitude increases as bond angle (ion1 — oxygen — ion2) deviates from 90°.

The antiferromagnetic interactions lead to ferrimagnetic order, which depending on particular system can be collinear or of more complex character. Ordering temperatures are typically well above room temperature.

Magnetocrystalline anisotropy of hexagonal ferrites can be described in term of corresponding energy density [4]:

\[ f_K = K_1 \sin^2 \theta + K_2 \sin^4 \theta + \cdots \] (2.1)

where \( K_{1,2} \) are first two anisotropy constants and \( \theta \) is angle between hexagonal axis and total magnetization. Easy directions of magnetization are such, that minimize the \( f_K \). If \( K_1 + K_2 > 0 \) one gets uniaxial anisotropy (easy direction of magnetization is parallel with hexagonal axis), if \( K_1 + K_2 < 0 \) one gets easy-plane type of anisotropy (magnetization lies in plane perpendicular to hexagonal axis). When the anisotropy constants are of similar magnitude and opposite signs one may get easy-cone type of anisotropy (if \( 0 < -K_1/2K_2 < 1 \)).

2.2.1 M, W and X types

The M (LFe\(_{12}\)O\(_{19}\)), W (LM\(_2\)Fe\(_{16}\)O\(_{29}\)) and X (L\(_2\)M\(_2\)Fe\(_{28}\)O\(_{46}\)) systems are hard uniaxial collinear ferrimagnets with easy direction of magnetization along hexagonal c–axis. Orientations of magnetic moments were summarized in table 2.1. Currie temperatures are about 740 K for BaM and SrM systems, 700 K for LaM, 730 K for Fe\(_2\)W and 700 K for Zn\(_2\)X [1,2]. Exchange interactions in M type hexaferrite were estimated from results of electronic structure calculations [10] as well as from experimental temperature dependences of sublattice magnetizations [11] and four strong antiferromagnetic exchanges were identified: \( a - f_{IV}, b - f_{VI}, k - f_{IV} \) and \( k - f_{VI} \).

2.2.2 Y type

BaZn\(_2\)Y has collinear magnetic order and its magnetocrystalline anisotropy is of easy plane type with preferred orientation of magnetization in hexagonal plane. Currie temperatures of Zn\(_2\)Y ferrites are about 400 K [2]. Upon substitution of Ba by Sr noncollinear order appears [12,13], magnetization remains confined to hexagonal plane.
The magnetic order can be conveniently seen in terms of alternating stacking of large (\(L\)) and small (\(S\)) magnetic blocks along hexagonal axis. Small magnetic block contains inner part of structural T block (\(3a_{VI}\) and \(6c_{IV}^*\) sites), large magnetic block contains spinel block and outer parts of its neighbor T blocks (\(6c_{VI}, 18h_{VI}, 6c_{IV}\) and \(3a_{VI}\) sites). Within blocks there is collinear ferrimagnetic order, exchange between blocks is tuned by replacing Ba ions with Sr \([14,15]\).

In external magnetic field \(Ba_{0.5}Sr_{1.5}Zn_2Y\) develops rich magnetic phase diagram \([14]\). At 4.2 K and in fields about 0.3 – 2.2 T there is cycloidal component in the magnetic order. The spin cycloid breaks inversion symmetry of the system and gives rise to electrical polarization via spin-current mechanism \([5,16–19]\) which can be seen as inverse effect of Dzyaloshinskii–Moria interaction \([20,21]\). Vector of resulting electrical polarization is perpendicular to magnetization and lies in hexagonal plane as well. This improper electric order is dependent on underlying magnetic order and thus can be easily controlled by external magnetic field \([14]\).
Chapter 3

Nuclear magnetic resonance

Phenomenon of nuclear magnetic resonance (NMR) allows one to study hyperfine structure of nuclear levels which arises from lifting $2I + 1$ nuclear groundstate degeneracy ($I$ being spin of the nucleus) by electromagnetic interactions. NMR utilizes radiofrequency (rf) magnetic field $B_1$ to bring nuclear spin system out of equilibrium and observes response in form of time dependent nuclear magnetization. After processing the recorded response a NMR spectrum is obtained. The spectrum contains information on the underlying interactions responsible for the hyperfine structure, the interactions in turn are determined by the studied system.

NMR is local, i.e. contribution of any individual nucleus is to large extent determined by its close surroundings (within few Å). This makes it very suitable for study of various types of defects or disorders within system in question.

In this chapter we will briefly deal with principles of pulsed NMR with emphasis on its applications in magnetically ordered materials, more detailed information on the technique can be found in textbooks [22–26].

3.1 Hyperfine interactions

Hyperfine interactions may be defined as such interactions of nucleus with its surroundings, that lift the $2I + 1$ groundstate degeneracy.

In general these interactions are of electromagnetic nature. The first nonzero terms of magnetic and electric multipole expansions, which allow for coupling of external fields to nuclear spin, are magnetic dipolar and electric quadrupolar interaction. Since higher order terms are negligible, hyperfine spin hamiltonian consists of two contributions:

$$H_{\text{hf}} = H_m + H_Q$$  \hspace{1cm} (3.1)
Only terms explicitly dependent on nuclear spins are considered in the Hamiltonian, this huge simplification stems from the spin Hamiltonian approach which assumes that effect of nuclear spins on electronic wavefunction is very weak. The action of nuclei on electrons is considered only in description of electron-mediated internuclear interactions and of enhancement effect in magnetism, apart from this, it may be neglected if one's object of interest are the nuclei. The electrons are considered to be an environment which acts strongly upon the nuclear spins while being only weakly disturbed by them.

In following we will go even further and neglect the internuclear interactions. In strongly correlated systems with non-compensated electron spins, which are subject of this work, any direct (dipole–dipole) internuclear interactions are negligible compared to electron–nuclear or electron mediated internuclear interactions, because nuclear magnetic moments are at least two orders of magnitude smaller than the electronic ones. If the electron mediated internuclear interactions are negligible as well (e.g. due to low natural abundance of $I > 0$ nuclei) one view the nuclei as passive local probes delivering information on the electronic system.

### 3.1.1 Magnetic dipolar interaction

Nuclear magnetic moment is given by $\mu = \gamma I$, where $\gamma$ is gyromagnetic ratio, a constant characteristic for given isotope and state. Magnetic part of the hyperfine Hamiltonian then is:

$$H_m = -\gamma B \cdot I$$

where $B$ is local magnetic field on nuclear site.

### 3.1.2 Electric quadrupolar interaction

Hamiltonian of nuclear quadrupolar interaction is:

$$H_Q = \frac{eQ}{\hbar 2I(2I-1)} \boldsymbol{I} \cdot \nabla \boldsymbol{E} \cdot \boldsymbol{I}$$

where $Q$ is magnitude of nuclear quadrupole moment, $e$ elementary charge, $\hbar$ reduced Planck constant and $\nabla \boldsymbol{E}$ is electric field gradient tensor: $(\nabla \boldsymbol{E})_{ij} = \frac{\partial^2 \phi}{\partial x_i \partial x_j}$, $\phi$ being electrostatic potential. Only nuclei with $I > 1/2$ are subject to quadrupolar interaction.

$\nabla \boldsymbol{E}$ is usually substituted by $\boldsymbol{V} = \nabla \boldsymbol{E} - \frac{1}{3} \text{Tr}(\nabla \boldsymbol{E})$ since only this component of $\nabla \boldsymbol{E}$ can induce changes of hyperfine structure other than uniform shift of all nuclear levels. $\boldsymbol{V}$ is traceless by definition, hence in its eigensystem only
two numbers are needed for its full description, those usually are $V_{zz}$ – eigenvalue of largest absolute value and $\eta = (V_{xx} - V_{yy})/V_{zz}$ – asymmetry of the $V$. $V_{xx}$ and $V_{yy}$ are the remaining two eigenvalues of $V$ and $|V_{xx}| \leq |V_{yy}| \leq |V_{zz}|$ by convention, hence $0 \leq \eta \leq 1$. Apart from $V_{zz}$ and $\eta$ one needs to know orientation of $V$’s eigenvectors in order to be able to write down the hyperfine hamiltonian.

3.2 NMR patterns

Resonating nuclei are usually found in various environments (e.g. inequivalent crystallographic positions). Since we neglected the internuclear interactions, we can consider the resulting spectrum simply to be sum of subspectra corresponding to individual sets of electromagnetic fields and isotopes. It is most useful for interpretation of experimental spectra to know what patterns are to be expected as subspectra for known isotope and fields. The simplest and in this work prevailing case is spin $1/2$ nucleus in magnetic field. In such case the expected resonance consists of single line at frequency $\omega = \gamma B_0$ and experimental spectrum can be viewed as proportional to distribution of $B_0$ magnitudes in the positions of resonating nuclei.

Second case occurring in the following text is the most complicated one – both magnetic and quadrupolar interaction are present and neither is largely dominant to justify treatment of the second one as a perturbation. There are $2I+1$ levels to be expected yielding $I(2I+1)$ resonance lines of varying relative intensity. Positions of lines $\omega_{i,j}$ are given by energy difference of corresponding levels ($i$ and $j$):

$$\hbar \omega_{ij} = |E_i - E_j|$$

Relative intensities can be estimated using matrix element of $S_x$ operator (z axis parallel to static magnetic field) between the eigenfunctions involved:

$$I_{ij} \sim |\langle i|S_x|j \rangle|^2$$

In general it is not always possible to determine hyperfine fields from observed NMR pattern, however one still can compare experiment to results obtained from a model.

3.3 NMR experiment

In order to obtain NMR spectrum, the studied system needs to be excited from thermal equilibrium state by rf pulses, its response recorded and properly processed. Basis of the procedure can be understood in terms nuclear
magnetization $M^n$ being arbitrarily rotated by properly set rf pulses, evolving under action of static magnetic field and returning to thermal equilibrium due to relaxations.

### 3.3.1 Nuclear magnetization

Typical NMR setup is ensemble of nuclei at temperature $T$ placed in static magnetic field $B_0$ and acted upon by pulses of harmonic rf magnetic field $B_1$ perpendicular to and much weaker than $B_0$. Nuclear magnetic moment is approximately two orders of magnitude smaller than electron one, hence in most practical cases $kT >> \hbar \gamma B_0$ and nuclei in static magnetic field constitute a textbook example of paramagnetism in high temperature limit. Equilibrium nuclear magnetization $M^n_0$ is then given by Curie law:

$$M^n_0 = \frac{N \gamma^2 \hbar^2 I(I+1)B_0}{3kT} \quad (3.6)$$

where $T$ is temperature, $k$ Boltzmann constant and $N$ number of nuclei in unit volume.

### 3.3.2 Bloch equations

When the magnetization is deviated out of its equilibrium direction and then left to evolve, it starts to precess around $B_0$ at Larmor frequency:

$$\omega_L = \gamma B_0$$

Due to fluctuating component of hyperfine interactions, relaxation processes occur: rotating transversal component $M^n_\perp$ diminishes, while longitudinal component $M^n_\parallel$ returns to $M^n_0$. This behavior (precession and relaxation) is described by phenomenological Bloch equations:

$$\frac{d}{dt} M^n_\parallel = \gamma (M^n \times B)_\parallel - (M^n_\parallel - M^n_0)/T_1 \quad (3.7)$$

$$\frac{d}{dt} M^n_\perp = \gamma (M^n \times B)_\perp - M^n_\perp/T_2 \quad (3.8)$$

In general, relaxation times $T_1$ and $T_2$ differ, the only constraint is $T_2 \leq 2T_1$ (apart from statistical fluctuation, the relaxation processes should not generate transient nuclear magnetization larger than is its equilibrium value). Relaxation times can range from days to less than microseconds depending on studied system and temperature. Extreme relaxation times (i.e. hours and more or $10 \mu$s and less) severely limit set of feasible NMR experiments.
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Longitudinal relaxation time $T_1$ corresponds to nuclear spin system returning to thermal equilibrium, the underlying processes involve energy being transferred between the nuclear system and its surroundings ("lattice").

The transversal relaxation time $T_2$ corresponds, apart from return to thermal equilibrium, to loss of coherence of individual precessions. In most cases, there is a (inhomogeneous) dispersion of resonance frequencies, which results in faster decay of $M_\perp$ than this relaxation would have induced, corresponding apparent relaxation time is usually denoted $T_2^*$. Fast decay of the transversal component due to the resonance frequency dispersion can be reversed by spin echo technique (see below) as this is not true relaxation process but mere reflection of static distribution of resonance frequencies.

Bloch equations provide a comprehensive framework to understanding effect of rf pulse action. If linearly polarized field $2B_1$ perpendicular to $B_0$ oscillating with frequency $\omega$ is present, it is convenient to work in rotating reference frame (axis of rotation is along $B_0$, sense of rotation is the same as it would have been for Larmor precession). The linearly polarized oscillating field can be decomposed into two rotating fields (rotation axis parallel with $B_0$), each with amplitude $B_1$ and with opposite senses of rotation. In rotating reference frame one of the components is static, while the other rotates at frequency $2\omega$ and effectively averages to zero. Magnetic field in the rotating frame then becomes e.g. $B_{\text{rot}} = (B_1, 0, B_0 - \omega/\gamma)$ (orientation of component perpendicular to rotation axis is given by phase of $2B_1$ oscillations). If resonance condition $\omega = \omega_L$ is met, the resulting field is perpendicular to $B_0$ and magnetization, which was initially parallel with $B_0$, can precess around it. By choosing appropriate intensity and duration of $B_1$ pulse, one can manipulate nuclear magnetization at will. Under action of pulse of intensity $B_1$ and duration $\tau \ll T_1, T_2$, magnetization is rotated by $\varphi = \gamma B_1 \tau$, typical values of $\varphi$ used are $\pi/2$ and $\pi$.

Case of $I > 1/2$ nuclei subject to both magnetic and quadrupole interaction is generally due to fact that several different transitions can be excited at the same time. If one can assume selective excitation of only one transition of given nucleus, the situation becomes formally equivalent to that of $I = 1/2$ nucleus in magnetic field. The corresponding effective magnetic field and gyromagnetic ratio are given by the nuclear species and the local fields it interacts with [23].

3.3.3 Spin echo

In spontaneously magnetized systems, distributions of resonance frequencies are rather broad. This results in very short $T_2^*$ thus often prohibiting detection of precession excited by single pulse (free induction decay, FID), because weak NMR signal is obscured by pulse ringdown. This complication is remedied
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by spin echo pulse sequence consisting of two pulses. First pulse generates transversal magnetization, signal of which rapidly decays, then after $\tau_{\text{echo}}$ second pulse is applied which refocuses the individual precessions so that in time $2\tau_{\text{echo}}$ precessing transversal component of nuclear magnetization reappears. Typically (when inhomogeneous broadening is dominant cause of line broadening) the first pulse is set to act as $\pi/2$ and the second as $\pi$, but this is not essential for echo to appear. Since $\tau_{\text{echo}}$ can be set at any value (as long as $T_2$ relaxation allows) one can avoid ringdown after rf pulses and observe the NMR signal. If $T_2$ is not too short, this procedure (refocusing by $\pi$ pulse) can be repeated many times. The corresponding pulse sequence, named CPMG (after Carr, Purcell, Meiboom and Gill who invented it) allows observation of multiple spin echoes in one scan thus significantly improving signal-to-noise ratio (S/N) and reducing required experimental time.

3.3.4 Signal acquisition and processing

Signal observed within single pulse sequence is usually noisy, so the sequence is repeated many times, while signals of individual scans are coherently summed in order to average out the noise. The repetition time is dictated by $T_1$ relaxation – nuclear system should be in thermal equilibrium when the pulse sequence starts, hence one has to wait several $T_1$-s between consecutive scans.

Spin echoes are observed as oscillating voltage induced in a pick-up coil (in most setups the same coil is used for generation of rf pulses and detection), this signal is then amplified and digitized for computer processing. Echoes observed in given pulse sequence are summed up and than Fourier transformed (FT), thus revealing finer details of resonance frequencies distribution.

Broad NMR spectra cannot be observed by excitation at a single frequency, thus in order to obtain full spectrum one has to sweep the excitation frequency and construct the spectrum either as an envelope of spectra observed at individual frequencies (in case of rather narrow line profiles with finer details) or simply as a plot of FT amplitudes observed at individual excitation frequencies.

In either case, resulting intensity of NMR signal in a given sample is proportional to number of resonating nuclei, provided that spectrum is not too broad. In case of broad spectra more careful approach to experiment is needed and appropriate frequency corrections of spectral intensities have to be applied.

3.3.5 Frequency corrections of spectral intensities

Reasons for need to apply the frequency corrections are of two types: they are either fundamental physics arguments, or they are based on actual imperfections of the experimental setup.
First fundamental argument is the Faraday law of induction – the voltage induced in the rf coil is proportional not only to magnitude of oscillating magnetic flux but to frequency of the oscillations as well. Resulting signal intensity is then proportional to $\omega n(\omega)$ where $n(\omega)$ is number of nuclei resonating on frequency $\omega$. Second is, that higher frequency means proportionally increased separation of corresponding energy levels, and, due to Boltzman factor, larger difference of their populations in thermal equilibrium. Again, this effect adds $\omega$ proportionality to the signal intensity. The two effects combined than lead to signal being proportional to $\omega^2 n(\omega)$, rather than just to $n(\omega)$. This argument is valid to any NMR experiment, however is special cases, there may be further phenomena adding more terms to frequency dependent prefactor in signal intensity. Example of such phenomenon may be the enhancement effect in magnetically ordered materials.

Typical experimental problem altering signal intensity is the impedance mismatch. If the rf circuit in the NMR probe or any component along the signal line is not matched to spectrometer impedance (typically 50Ω), standing waves emerge in the rf lines resulting in oscillatory modulation of the spectrum. Due to such artefacts experiments on higher frequencies are increasingly difficult. Good impedance matching is the most straightforward way to remedy this problem, which from our experience seems to be sufficient for low frequencies (bellow 100MHz).

### 3.4 Fields on nuclear sites

To lift groundstate degeneracy of nuclei and to perform a NMR experiment one needs static (on timescale of the experiment) magnetic field or (if the nuclei have spin greater than $1/2$) electric field gradient, or both. The fluctuating components of the fields will in general be responsible for relaxation phenomena. In following we will deal with the static fields. Subsection on magnetic fields is written with emphasis on magnetically ordered materials, albeit we tried to stay as general as possible, some effects important in diamagnetic materials but comparatively weak in magnetics are not discussed in much detail or not at all.

#### 3.4.1 Electric field gradient

The electric field gradient (EFG) comes from uneven charge distribution in close vicinity of the nucleus and can be viewed as intrinsic property of material the nucleus is embedded in – practically accessible external electric field gradients (e.g. generated by a set of electrodes surrounding the sample) are
typically too small to yield observable changes of nuclear levels.

The EFG tensor symmetry is given by point group of site occupied by resonant nucleus – if symmetry is high enough the EFG cannot be asymmetric (it must have $\eta = 0$), e.g. in case of three or more fold rotational axis, or the tensor must be zero, e.g. if there are three perpendicular mirror planes.

### 3.4.2 Magnetic field

Nuclear magnetic moment interacts with electrons in the sample and with external magnetic field, the interaction can be written in terms of local magnetic field, operator of which is:

$$B_{\text{loc}} = -\frac{\mu_0 \mu_B}{2\pi} \sum_{i=1}^{N} \left[ \frac{8\pi}{3} s_i \delta(r) - \frac{s_i}{r_i^3} + 3 \frac{r_i (r_i \cdot s_i)}{r_i^5} + \frac{l_i}{r_i^3} \right] + B_{\text{ext}} \quad (3.9)$$

where $s$ is operator of electron spin, $r$ electron position (nucleus is at $r = 0$), $r = |r|$, $l$ is operator of electron angular momentum ($l = r \times p$, $p$ is operator of electron momentum), $\mu_0$ permeability of vacuum, $\mu_B$ Bohr magneton, $N$ number of electrons in considered system and $B_{\text{ext}}$ is external magnetic field. The first term is contact interaction arising when electronic and nuclear wavefunctions overlap, the second and third correspond to dipole field of electron magnetic moments and the last term to field generated by motion of electrons.

Magnetic field on nuclear site is sum of effective field generated by electrons in studied sample and external field. Unlike electric field gradient, magnetic fields on nuclear sites are not determined solely by close surroundings of the nuclei, but more distant parts of sample as well as external sources may generate important contributions. It is beneficial to break up the local magnetic field into intrinsic and extrinsic component, the former being characteristic for studied material and the latter for experimental setup (sample shape, NMR magnet . . . ). Practically it means limiting sum in equation 3.9 to contributions coming from regions in different distances from nucleus. Intrinsic fields can be found experimentally as local fields on nuclei in magnetic domains of well demagnetized sample.

Following Lorentz approach to calculation of local fields in solids we can define the intrinsic magnetic field as that coming from within Lorentz spere (including the Lorentz sphere surface) and the extrinsic as that from outside the sphere. The intrinsic field may be further decomposed into hyperfine and lattice component, the hyperfine coming from interaction of nucleus with “close” electrons (the corresponding limit in sum 3.9 is rather arbitrary, and dependent on particular system, 2 Å may be considered a typical value) and
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the lattice component being (in case of localized magnetism) sum of fields generated by magnetic ions (point dipoles) contained within the Lorentz sphere. Typical contributions to extrinsic component are external magnetic field and demagnetizing field of the sample. The above can be summarized in formula:

\[ B_{\text{loc}} = B_{\text{hf}} + B_{\text{latt}} + B_{\text{Lorentz}} + B_{\text{dem}} + B_{\text{ext}} \] (3.10)

Here \( B_{\text{hf}} \) is hyperfine field, \( B_{\text{latt}} \) is sum of dipolar fields of magnetic ions in Lorentz sphere, \( B_{\text{Lorentz}} \) is contribution of Lorentz sphere surface, \( B_{\text{dem}} \) is demagnetization field and \( B_{\text{ext}} \) is external field.

The hyperfine field \( B_{\text{hf}} \) is determined mainly by parent ion of studied nucleus (on-site hyperfine field \( B_{\text{on-site}}^{\text{hf}} \)) and to smaller extent also by its neighbors (transferred hyperfine field \( B_{\text{trans}}^{\text{hf}} \)):

\[ B_{\text{hf}} = B_{\text{on-site}}^{\text{hf}} + B_{\text{trans}}^{\text{hf}} \] (3.11)

In 3d elements there is proportionality of hyperfine field to magnetic moment of ion with ratio roughly \(-10 \, \text{T per } \mu_B\).

Demagnetization field is in homogeneously magnetized sample determined solely by its shape (it is homogeneous in ellipsoidal sample and inhomogeneous otherwise), in case inhomogeneous magnetization integration over sample volume exterior to the Lorentz sphere is needed.

Extrinsic magnetic field \( (B_{\text{dem}} + B_{\text{ext}}) \) adds to intrinsic field thus changing magnitude of local field and shifting the resonance frequency. Additionally the extrinsic field can also modify the intrinsic field by rotating electron magnetization or changing magnetic structure of material. In case of magnetization rotation the effect can be described in terms of local field tensor:

\[ B_{\text{in}}(n) = (B_{\text{iso}} E + A) \cdot n \] (3.12)

where \( n \) is unit vector parallel with magnetic moment of the ion, \( B_{\text{in}} \) intrinsic part of local magnetic field, \( B_{\text{iso}} \) magnitude of isotropic part of local field tensor, \( E \) identity tensor, \( A \) anisotropic part of local field tensor (traceless).

In case of ferric ions the isotropic contribution is usually dominant part of local field on nuclei. It comes from contact interaction of \( s \)-electrons polarized by \( d \)-electrons, the corresponding field is antiparallel with magnetic moment of the particular ion. The anisotropic part is due to dipole field of other magnetic ions as well as anisotropic contributions to hyperfine field. The anisotropic contributions to hyperfine field stem from orbital and dipole fields generated by close electrons, these contributions are small compared to contact field as the \( d \)-shell of free ferric ion is half-filled (3d\( ^5 \)) with practically no orbital momentum and nearly spherical symmetry.
Symmetry of $A$ tensor is the same as point symmetry of corresponding site. Crystallographic equivalence of sites does not imply magnetic equivalence – due to several possible orientations of $A$ tensors of (crystallographically) equivalent sites one obtains several values of $B_{in}$ for general orientation of magnetization. Number of magnetically inequivalent sites is reduced when magnetization is oriented in particular high-symmetry directions. For ideal ferrimagnetic crystal one should get as many distinct values of $B_{in}$ as there are magnetically inequivalent sites occupied by studied ions. In case of none or negligible quadrupole interaction this means, that there is one-to-one correspondence of observed resonance lines and magnetically inequivalent sites (however the lines still may overlap).

### 3.5 NMR in magnetically ordered materials

NMR in magnetics has at least two features with no counterpart in more common solid-state NMR in diamagnetic materials. Namely large static intrinsic field, which allows for resonance to be observed in zero external field, and effect of enhancement, which amplifies applied rf field as well as nuclear signal. Next, due to distribution of intrinsic fields the spectra can be (relative to resonance frequency) very broad. The local field anisotropy is somewhat analogous to chemical shift anisotropy observed in diamagnetic materials [24–26], but its effect is typically much stronger. The technique does not require single phase samples – non-magnetic second phases are not seen in zero field experiments and even if magnetic second phases are present, there is good chance of separating their signals on basis of different resonance frequency or excitation conditions. Finally, due to large values of magnetization the magnetic samples can produce substantial demagnetizing fields (e.g. in single-domain particles) which can be observed as shifts or (in case of distribution of the fields) broadenings of NMR lines.

#### 3.5.1 Enhancement factor

The electron magnetization can significantly amplify rf pulses applied on sample as well as nuclear response to the pulses [22, 27, 28]. The mechanism is following: applied rf field $B_1$ induces weak oscillations of electron magnetization vector as it tries to be parallel with $B_A^{nf} + B_1$, where $B_A^{nf}$ is effective anisotropy field. The oscillating magnetization leads to oscillations of local magnetic field on nuclear sites by approximately the same angle. The oscillating component of local field is $\eta$-times larger than the original rf field, which
induced it, the enhancement factor $\eta$ can be estimated as:

$$\eta = \frac{B_{in}}{B_{eff}^A} \sin \alpha$$  \hspace{1cm} (3.13)

where $B_{in}$ and $B_{eff}^A$ are magnitudes of intrinsic magnetic field on nuclear site and of effective anisotropy field, $\alpha$ is angle between direction of rf field and $B_{eff}^A$. The $B_{eff}^A$ is given by sum of all interactions keeping magnetization in its direction and expressed as effective field – it includes magnetocrystalline anisotropy, demagnetizing field (shape anisotropy) and external field. In demagnetized sample in zero external field the $B_{eff}^A$ is given only by magnetocrystalline anisotropy.

Obviously, the effect of enhancement is strongest, when rf field is perpendicular to magnetization – typically (in demagnetized collinear uniaxial magnet) perpendicular to easy axis of sample material. There may be further orientation dependence of $\eta$ due to $B_{eff}^A$ – magnitude of this effective field can vary depending on direction into which one tries to rotate magnetization from its equilibrium position (e.g. in case of easy-plane type of magnetocrystalline anisotropy).

As $B_{eff}^A$ arises from combined effects of magnetocrystalline anisotropy, shape anisotropy and external field, strong external fields can become dominant part of $B_{eff}^A$, hence significantly reducing $\eta$ compared to its zero-field value.

The effect of enhancement is also present in case of nuclear response – one can define effective field acting from nuclear spins on electronic magnetic moments and proceed in similar manner as in case of rf field. The resulting enhancement factor can be again estimated by formula 3.13, only $\alpha$ is now angle between magnetization and axis of pick-up coil.

So far we only discussed enhancement of signal from magnetic domains. In case of domain walls the enhancement is present as well, however since oscillations of magnetic moments in domain walls are of different nature (they are induced by domain wall motion) the values of $\eta$ in walls differ from that in domains and further they are dependent on position of nucleus within the wall, on details of wall magnetic structure, its mobility etc. The enhancement in domain walls may be much stronger than in domains, thus allowing for separation of the signals by excitation conditions.

### 3.5.2 Local field anisotropy

Anisotropic term in equation 3.12 is responsible for dependence of NMR spectra on orientation of magnetization. Its effect can be seen in zero-field experiments as well as in experiments conducted in external magnetic fields. In
zero field experiments it can be responsible for line splitting (two or more resonance lines correspond to one crystallographic position e.g. $^{57}$Fe NMR $a$ lines in YIG [29]) or broadening (e.g. domain wall spectra – within the wall many orientations of magnetization are realized [30]). External magnetic field can apart from adding to local fields also change orientation of magnetization and thus alter the anisotropic contribution to local fields.

For single crystal in external field, one can expect observed resonance lines to shift and split as magnetization orientation changes. Components of $A$ tensor can be extracted from angular dependences of spectra. In case of powder or polycrystalline sample in external magnetic field various orientations of crystals are present which leads to line shifting and broadening (in comparison to zero-field domain spectra).

### 3.5.3 Defects

If ideal structure of material is perturbed by a defect, intrinsic fields (both magnetic and electric) on nuclei in its vicinity are altered in specific manner. One can view effect of a defect in terms of additional component of intrinsic field effectively generated by the defect on close nuclei $\Delta B_{in}$. Resonance frequencies of the nuclei are changed accordingly and corresponding so-called satellite lines appear in spectrum. In case of low concentration of defects this leads to formation of satellite line pattern in NMR spectrum which is characteristic for particular type of defect. Intensity of satellite lines is determined by concentration of the defect (for low concentrations there is linear relation between concentration and satellite intensity).

In general, magnitude of $\Delta B_{in}$ drops fast with distance between the defect and resonating nucleus. In case of point defects constituted by cationic substitution one can typically observe satellite lines corresponding to defect being nearest (cationic) neighbor (nn) or next nearest neighbor (nnn) of resonant nucleus, further defects usually cannot change the local fields sufficiently to induce well separated resonance line and manifest themselves as broadening of main resonance line (corresponding to unperturbed ideal structure).

In higher concentrations the defects lead to broad NMR profiles, which may be viewed as a sum of many different satellite lines, each corresponding to particular configuration of defects in vicinity of resonant nucleus.
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Electronic structure calculations

While NMR technique can provide data containing detailed information on studied sample, especially in case of complicated systems (like hexaferrites) it is not straightforward to interpret its results and extract relevant information. We used calculations of electronic structure as a tool complementary to NMR as these can furnish theoretical estimates of hyperfine parameters thus allowing for direct comparison with experiment. Apart from the hyperfine parameters the calculations do of course supply abundance of further physically relevant output amongst which valences and magnetic moments of individual ions were of interest for us.

In following we will briefly deal with density functional based method of calculations, more detailed description can be found in literature [31–34].

4.1 Density functional

When looking for ground-state solution of manybody quantum mechanical problem such as that of electrons and nuclei in solids, one usually utilises Born–Oppenheimer approximation (i.e. considers nuclei as fixed reducing them to a source of external potential for electrons). Within its framework then one can look either for the ground-state wavefunction of the $N$ electrons $\Psi(r_1, r_2, \ldots, r_N)$ or for corresponding electron density $\rho(r)$. The former approach is used in Hartree–Fock (HF) family of methods, while the latter in the density functional theory (DFT). In calculations concerning condensed matter systems the DFT is usually the method of choice, as it is better suited for larger systems.

The DFT expresses ground-state energy as functional of electron density:

$$ E[\rho] = T_0[\rho] + V_{N-N}[\rho] + V_{N-e}[\rho] + V_{e-e}[\rho] + V_{\text{xc}}[\rho] \quad (4.1) $$
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$T_0[\rho]$ is kinetic energy of non-interacting electrons, $V_{N-N}$ potential energy of electrostatic repulsion of nuclei, $V_{N-e}[\rho]$ contribution from electron–nuclear interaction, $V_{e-e}[\rho]$ mean field electron–electron interaction (Hartree term) and finally the $V_{xc}[\rho]$ is exchange–correlation contribution which is defined as difference between exact $E[\rho]$ and that computed using only first four terms of 4.1. In contrast to previous terms its exact form is not known.

As it follows from theorems of Kohn and Hohenberg [35], the true ground-state density minimizes functional 4.1, furthermore once the density is found, all relevant information can be extracted from it (i.e. appropriate density functional can be written for any observable).

The problematic exchange-correlation term $V_{xc}[\rho]$ has to be estimated, however, once a workable approximation is found, it can be used for large variety of systems. One approximation to $V_{xc}[\rho]$ is based on comparison with homogeneous electron gas, for which “exact” numerical solution is available from quantum Monte Carlo calculations hence one can get the $V_{xc}(\rho)$ from definition (in homogeneous electron gas the $V_{xc}$ is mere function of its density). Neglecting non-locality of true $V_{xc}[\rho]$ one can arrive at Local Density Approximation (LDA) or Local Spin Density approximation (LSDA) in spin-polarized calculation. LDA or LSDA estimate contribution (to exchange-correlation energy) from each infinitesimal volume of studied system as contribution of the same volume of homogeneous electron gas with the same overall density. Going one step further and taking into account also changes of electron density yields Generalized Gradient Approximation (GGA) which gives slightly better results than LDA, however it is no more uniquely defined – there is a family of GGA approximations.

### 4.2 Kohn–Sham scheme

Kohn and Sham [36] used approach, in which, instead of trying to find ground-state density directly, they interpreted the functional 4.1 as describing non-interacting electrons which are subject to external potentials. They arrived at Schrödinger equation for non-interacting electrons:

\[
\left( -\frac{\hbar^2}{2m_e} \nabla^2 + \frac{e^2}{4\pi \varepsilon_0} \int \frac{\rho(r')}{|r - r'|} d r' + V_{xc} + V_{\text{ext}} \right) \phi_i = \epsilon_i \phi_i
\]  

(4.2)

In this equation exchange-correlation are described by potential $V_{xc}$ which is defined as functional derivative of exchange-correlation functional:

\[
V_{xc} = \frac{\delta V_{xc}[\rho]}{\delta \rho}
\]

(4.3)
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Other terms in hamiltonian in equation 4.2 are same as usual: the first corresponds to kinetic energy \( m_e \) is electron mass), the second is Hartree part of electron-electron interaction \( e \) is electron charge, \( \varepsilon_0 \) permittivity of vacuum) and \( V_{\text{ext}} \) is external potential (generated by nuclei), \( \phi_i \) are wavefunctions and \( \epsilon_i \) corresponding energies.

The wavefunctions \( \phi_i \) do not correspond to true one-electron wavefunctions in the system (in contrast to HF methods), however (as Kohn an Sham have proven) they do yield correct electron density:

\[
\rho(r) = \sum_{i=0}^{N} |\phi_i(r)|^2
\]  

(4.4)

where the sum runs over \( N \) (number of electrons in the system) lowest energy wavefunctions.

The problem of finding ground-state density is solved iteratively: First, a starting density is generated (typically as a sum electron densities confined inside individual atomic spheres). Second, potentials in equation 4.2 are determined from the density. Third, new density is constructed from solutions of 4.2, mixed with the previous density (or densities) and again used to generate potentials. This process runs until self-consistency is reached, i.e. the newly found density is the same as the one used to generate the potentials in 4.2.

4.3 Basis

In order to solve equation 4.2 effectively one needs to approximate the wavefunctions \( \phi_i \) as linear combinations of finite number of basis functions. This transforms the differential equation into problem of diagonalizing the hamiltonian matrix (expressed in the chosen basis). One needs basis, which is as small as possible (in order to minimize computation time) and universal (i.e. well suited for large variety of systems) at the same time.

In solid state computations, muffin-tin approach is often used – studied crystal is broken up into two parts: non-overlapping atomic spheres \( S_\alpha \) (\( \alpha \) labels inequivalent atoms) and interstitial region \( I \) in between.

To describe so-called core states, in which the wavefunction is completely confined within atomic sphere, atomic-like functions (single particle solutions of Schrödinger equation for particular element) are used. Basis functions for valence electrons which take part in chemical bonding are then constructed as plane waves in the interstitial and as atomic-like functions in the spheres, the atomic and interstitial parts are matched so that resulting function is continuous at sphere boundary. The resulting basis set is called Augmented
Plane Waves (APW):

\[
\psi_k^K(r) = \begin{cases} 
\frac{1}{V} e^{i(K+k) \cdot r} & r \in I \\
\sum_{l,m} A_{l,m}^{\alpha,k+K} u_l^{\alpha}(r',E) Y_{lm}^\alpha(r'_0) & r \in S_{\alpha}
\end{cases}
\] (4.5)

\(K + k\) is wavevector of the plane wave (\(k\) is the part confined within the first Brillouin zone, \(K\) is reciprocal lattice vector), \(V\) is unit cell volume, \(A_{l,m}^{\alpha,k+K}\) are coefficients that ensure matching of plane wave part and atomic part of wavefunction on atomic sphere boundary, \(u_l^{\alpha}(r',E)\) is radial part of solution of Schrödinger equation of atom \(\alpha\) for energy \(E\), the \(r'\) is distance from the centre of the particular atomic sphere, \(Y_{lm}^\alpha(r'_0)\) are spherical harmonics as a function of direction with respect to centre of atomic sphere (\(r'_0 = r' / |r'|\)).

Reasonable measure of APW basis size is product of smallest atomic sphere radius \(R_{\text{min}}\) and largest wavevector \(K_{\text{max}}\), the larger the \(R_{\text{min}} K_{\text{max}}\) the better results can be expected (as the basis is larger). This measure can be used also for the other bases discussed below although the optimal values of \(R_{\text{min}} K_{\text{max}}\) for given system depend on particular basis.

Main drawback of APW basis is its dependence on energy \(E\) at which the atomic wavefunctions are constructed. This energy has to be matched to band energies \(\epsilon_n^{K}\) for the basis to perform well, however the energies \(\epsilon_k^{\alpha}\) need to be determined from equation 4.2 during the iterative process hence the basis changes during the calculation thus slowing it down significantly.

To remedy the energy dependence of APW basis, Taylor expansion of \(u_l^{\alpha}(r',E)\) to first order in energy can be used – energy dependence of the basis functions is linearized and one only needs to estimate energy at which the expansion is performed. The corresponding basis set is called Linearized Augmented Plane Waves (LAPW). The LAPW requires more basis functions (higher \(R_{\text{min}} K_{\text{max}}\)) than APW, however energies in definition of its functions are now fixed and only need to be set somewhere in corresponding band, hence they can be estimated in the beginning and kept constant during the calculation.

Estimating the energies for LAPW functions is not always straightforward due to so-called semi-core states. These states are still quite localized inside the atomic sphere but are not too far in energy from the valence states. Setting the energy to neither that of the valence band nor of the semi-core state (nor in between the two) yields good results. To improve description of the semi-core states and remove ambiguity in energy estimates, so-called local orbitals (LO) are added, yielding LAPW+LO basis. The LO is set to be non-zero only inside particular atomic sphere.

Another possibility is to use APW basis with fixed energies (thus again removing its energy dependence) and add another type of local orbitals (lo)
to treat semi-core states (APW+lo basis). It is advantageous to combine LAPW with APW+lo especially when one needs to work with valence $d$ and $f$ states – these are more effectively described using APW+lo while the rest can be treated by LAPW.

### 4.4 Strongly correlated systems

LSDA by itself cannot well describe strongly correlated systems; in order to improve its performance, approaches like self-interaction correction (SIC) [37] and various versions of LDA+U [38–40], or more recently hybrid functionals [41–43] and combination of DFT with dynamic mean field theory (DMFT) [44–46] were introduced in literature.

One of methods used for transitional metal oxides is self-interaction corrected GGA combined with Hubbard model (GGA+U(SIC)) [39]. The model uses effective $U_{\text{eff}} = U - J$ where $U$ and $J$ are on-site repulsion and exchange [47,48]. Typical values for $U_{\text{eff}}$ in $d$ elements are 1–10 eV.

Since in principle GGA+U(SIC) is a mean field approximation it is inevitably quite crude, furthermore magnitude of correlation effects is set “externally” by $U$. In the end one cannot expect it to describe the correlation in much detail, but rather to mimic its effects and give results qualitatively more resembling experimentally observed features of strongly correlated systems while on finer level its predictions can still be misleading. In spite of its drawbacks GGA+U(SIC) can provide correct insulating states where LSDA fails to do so (and where SIC gives too small gaps) and significantly improve theoretical description of materials with strongly correlated electrons.
Chapter 5

Procedures adopted in applied techniques

In this chapter we present practical notes on techniques actually used in experiments and related calculations.

5.1 NMR

The NMR spectra have been measured using modified CPMG pulse sequence where all excited echoes are recorded (see figure 5.1). Fast $T_1$ relaxations were measured using modified inversion recovery pulse sequence – instead of FID it used spin echo for signal detection (see figure 5.2).

Because of substantial width of spectra, they were recorded in frequency-sweep regime. We studied resonances of $^{57}$Fe, $^{59}$Co, $^{63}$Cu, $^{65}$Cu, $^{67}$Zn, $^{139}$La and $^{139}$La (see table 5.1). Gyromagnetic ratios of this nuclei are rather low, which combined with low natural abundances of $^{67}$Zn and $^{57}$Fe (none of studied samples were enriched) meant that high detection sensitivity needed to be achieved in order to observe their resonances.

Vast majority of NMR experiments has been performed at temperature of 4.2K.
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Table 5.1: NMR–relevant properties of selected isotopes.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Abundance (%)</th>
<th>Spin</th>
<th>$\gamma/2\pi$ (MHz/T)</th>
<th>$Q$ $(10^{-31} m^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{57}$Fe</td>
<td>2.2</td>
<td>1/2</td>
<td>1.382</td>
<td>––</td>
</tr>
<tr>
<td>$^{59}$Co</td>
<td>100.0</td>
<td>7/2</td>
<td>10.08</td>
<td>420</td>
</tr>
<tr>
<td>$^{63}$Cu</td>
<td>69.2</td>
<td>3/2</td>
<td>11.32</td>
<td>–220</td>
</tr>
<tr>
<td>$^{65}$Cu</td>
<td>30.8</td>
<td>3/2</td>
<td>12.10</td>
<td>–204</td>
</tr>
<tr>
<td>$^{67}$Zn</td>
<td>4.1</td>
<td>5/2</td>
<td>2.669</td>
<td>150</td>
</tr>
<tr>
<td>$^{139}$La</td>
<td>99.9</td>
<td>7/2</td>
<td>6.061</td>
<td>200</td>
</tr>
</tbody>
</table>

Figure 5.1: CPMG pulse sequence. The first 90° pulse brings the nuclear magnetization into transversal plane, each of following 180° pulses then refocuses it thus forming a spin echo. Amplitude of signal gradually decreases due to transversal relaxation.

Figure 5.2: Modified inversion recovery pulse sequence. First pulse inverts the nuclear magnetization which then during the relaxation delay returns to its equilibrium value until it is “observed” by standard spin echo pulse sequence. The whole sequence recurs with sufficiently long repetition time, which allows the nuclear system to reach equilibrium.
5.1. Equipment

The NMR experiments have been performed using two commercial Bruker Avance NMR consoles, which have been adapted to experiments on magnetically ordered materials. NMR spectrometer consist of two basic sections – one responsible for generation of high power rf pulses used for excitation of nuclei, and the second, which detects the weak nuclear response and digitizes it for further processing (typically coherent summation and fast fourier transform). The most important of the mentioned adaptations were use of high power broadband rf. amplifiers in the excitation section (300W to 1kW, frequency range 6 – 900MHz ) and of fast analog-to-digital converter in the detection section.

NMR probehead is a dedicated insert which fits into a Dewar vessel or cryostat and provides electrical as well as mechanical connection between its room temperature end and cold end (where the sample is placed), further the probehead serves as Faraday cage for reducing parasitic signals from various outside rf sources. The probeheads used in the experiments were custom-made, designed with emphasis on low temperature operation. The main two types of probeheads used in NMR experiments were broadband and tuned ones.

In broadband probehead, sample is placed in coil of damped rf circuit (typical physical realization was coil connected on one end to rf line, coil was wrapped in grounded copper sheet which acted as capacitance). Such probehead allows experiments in broad frequency range to be run without physical presence of experimentalist thus using experimental time more effectively, however, due to its usually large mismatch its sensitivity is low, frequency dependent and it cannot produce strong rf pulses.

Problems of broadband probehead can be avoided by using tuned probehead, which has higher sensitivity and allows stronger rf pulses to be applied on sample. On the other hand, in frequency-swept experiments this probehead needs to be tuned manually at each frequency step.

Tuned probehead utilises parallel resonant RLC circuit with tunable capacitor. Sample is again placed in the coil of the circuit. The available frequency range is determined by coil inductance and extremal capacitances of the capacitor – while varying the inductance “shifts” the available frequency range, the capacitor determines ratio of maximal and minimal accessible frequency which is typically about one octave (depending on capacitor and magnitude of parasitic capacitances).

The resonant circuit is either inductively or galvanically coupled to rf line. In case of galvanic coupling, rf line is connected directly to sample coil, typically to one of first few turns from its ground terminal. Inductive coupling is realised via separate few turn coil, wound next to or on top of “resonant” coil. The
coupling coil is connected between the rf line and ground. The coupling has to be set in such a way, that it ensures impedance matching of the RLC circuit to rf line. In practice this means changing position of rf line connection for galvanic coupling and number of matching coil turns (as well as overall circuit geometry) in case of inductive coupling. The matching has to be tested with sample inside the coil and at same temperature as the NMR experiment is to be performed.

Good matching is vital when one needs accurate intensities of NMR signal (mismatch leads to frequency dependent modulation of resulting signal intensity) and when samples with weak signals are studied (e.g. thin layers). In most experiments we used tuned probeheads, either galvanically or inductively matched.

In the resonant circuit a resistor parallel with coil may be used, if needed, to lower quality factor of resulting circuit – too high quality factor of the circuit means experimental complications, namely narrow resonance curve that apart from being too frequency-selective makes the experiment sensitive to minute instabilities of tuning capacitance which, to our experience, are inevitable.

Especially in low frequency experiments (below 25MHz) with inductively coupled probeheads extra care had to be taken in order to minimize influence of parasitic capacitances between resonant coil and matching coil, as these reduce width of accessible frequency range. To do this, we typically placed coupling coil (which is nearly on ground potential) near ground terminal of resonant coil. If multilayer rf coil was used, then terminal from the outer layer was the grounded one – this reduces voltage between rf and coupling coil (which was wound on top of the rf coil) again minimizing influence of the parasitic capacitance.

Typical capacitances of tunable capacitors were in range of units to tens of pF. Resistors used to damp the resonant circuit were at the order of several kΩ. The coils depended on desired frequency range, but for $^{57}$Fe frequencies (50–80 MHz) the typical coils for powder samples (placed in cylindrical teflon containers with 4 mm diameter and 2 cm long) were made of 0.2–1 mm copper wire and had between 10-20 turns. Coils for single crystals or thin layers were designed with emphasis on good filing of coil volume with sample material – coil dimensions were dictated by the studied sample and desired inductance was set by number of coil turns.

Example of such little more elaborate NMR coil is shown in figure 5.3. This particular coil was used for experiments on single-crystal 330 µm hexaferrite spheres hence its dimensions needed to be appropriately small. The coil was made of thin (diameter 0.06 mm) copper wire tightly wound on thin glass capillary in two layers, totaling about 50 turns. Further there was another 8 turn
Figure 5.3: Samples of 330 \( \mu \text{m} \) hexaferrite spheres and NMR coil used in experiments on these samples. Two of the four leads to the coil connect to resonant coil, the other two to coupling coil. Samples were fixed inside the coil by dried resin. Sample orientation inside coil was set by permanent magnet placed outside the coil while resin dried.

coil wound on top of the resonant coil, which acted as an inductive coupling of probehead rf circuit to the spectrometer. The sample was manipulated into the coil by a permanent magnet and glued in place by diluted resign. Field of the permanent magnet was approximately perpendicular to the coil axis, this guaranteed nearly optimal orientation of sample easy axis for detection of signal from magnetic domains.

Experiments in external magnetic field were performed using either superconducting magnet insert in He Dewar vessel (thus sample temperature was fixed at 4.2 K) capable of fields up to 2.5 T or resistive electromagnet capable of approximately 0.7 T combined with He continuous flow cryostat. Due to space constraints only broadband probeheads were used in experiments with the superconducting magnet.

Most experiments have been done at 4.2 K – NMR probehead with sample was partially submerged in liquid helium stored in transport Dewar vessel. The only exception are experiments performed in the resistive magnet where the cryostat was used.

5.1.2 Experiment optimization

In order to obtain reliable data several parameters of pulse sequence need to be found. First are the excitation conditions – lengths and amplitudes of applied rf pulses. Those were checked prior to all spectra measurements on several frequencies and optimized for signal from magnetic domains. If they were frequency dependent, spectra were measured several times with varying
amplitude of the pulses.

Maximum pulse amplitude was dictated by rf amplifiers together with probehead (if pulses are too strong electrical breakdowns appear in resonant circuit, hence pulses must be weak enough to avoid this). Typical pulse voltages (at rf amplifier output) were in range from units of volts to about 200V (this corresponds to setting rf attenuation to $0 - 40 \text{ dB}$) and pulse durations were in range from of units of µs to $20\mu s$ for $\pi/2$ pulse. Usually the pulses were set as short as possible in order to achieve excitation of broadest possible frequency interval (with $\pi/2$ pulse duration $1.5\mu s$ one can homogeneously excite about $50 \text{ kHz}$ interval centered at pulse frequency).

Next one needs at least rough estimate of relaxation times, $T_1$ in order to set sufficiently long repetition time so the system is in each scan excited from well-defined thermal equilibrium state and $T_2$ to set appropriate number of echoes in CPMG pulse sequence. The repetition times ranged from 10 ms to few minutes (the latter was case of non-substituted SrM powder). Usually we observed as many echoes as possible, in case of long $T_2$ the number of echoes was limited by maximum size of data that the analog-to-digital converter was able to process – this in practice meant that at maximum several hundred (or units of thousand) of echoes were recorded.

The last parameter which was always optimized was separation of pulses in the CPMG sequence – this was set to be long enough for the echo to fit between consecutive pulses but not excessively long, which would unnecessarily reduce signal-to-noise ratio (S/N). In samples with broad resonance lines the echo width proportional to pulse duration, in such a case pulse separation (between consecutive $\pi$ pulses in CPMG) was at the order of tens of µs. If narrow lines were present, the pulse separation needed to be increased to about $150 \mu s$.

Number of scans was set within limits obtained during experiment optimization (most importantly the repetition time) in order to obtain high enough S/N. This meant using between 8 and several tens of thousand scans depending on absolute signal intensity and available experimental time.

If deemed necessary, more specific information on above discussed parameters used in NMR experiments is given separately in particular chapters.

5.1.3 Data processing

The raw time-domain data have been processed in dedicated software, which allowed summation of selected echoes from CPMG sequence, their Fourier transform and construction of resulting spectra. These were obtained either as envelope of partial spectra obtained at individual frequencies or simply as plot of amplitudes of the partial spectra at individual excitation frequencies.
The excitation frequency amplitude of Fourier transform was also used for evaluation of other experiments (relaxations, pulse intensity optimization).

5.2 Magnetoelectric experiments

There were two types of ME experiment: measurements of sample permittivity as a function of external magnetic field and measurements of sample electrical polarization as a function of external magnetic field. Both experiments were performed at several temperatures between 4.2K and 300K, both shared the same probehead, magnet and cryostat hence one could change experiment simply by switching probehead connections at room temperature without heating or moving the sample – this allowed to observe both properties (sample capacitance $C$ and electric polarization $P$) under quite similar conditions.

5.2.1 Sample preparation

The studied samples were Y-type hexaferrites which have magnetic easy-plane perpendicular to hexagonal $c$–axis. The electrical polarisation arising from the magnetic order is perpendicular to magnetization and the $c$–axis, both vectors lie in hexagonal plane of the sample.

In order to observe ME effects sample has to be prepared as a thin (tenths of mm) plate with two parallel faces, while the $c$–axis is parallel with the sample plane. To observe ME effects one has to apply magnetic field in both hexagonal plane (perpendicular to $c$–axis) and sample plane – sample magnetization then aligns with the field, the resulting electrical polarization is perpendicular to sample plane and may be detected by electrodes deposited on the sample faces. The described configuration is depicted in figure 5.4.

The samples usually developed a reflective face which corresponds to hexagonal plane, which was confirmed by X-ray diffraction. We used the reflective faces to determine $c$–axis orientation in ME experiments.

Samples were cut by diamond disc, then polished on gradually finer sandpaper into shape of planparallel plates. After polishing golden electrodes were deposited on opposite faces of the samples using a thermal evaporator. The samples were fixed on holder and masked by Al foil in order to leave only one face exposed to the vapor, it was necessary to avoid any gold deposition on sample edges since this would short-circuit the electrodes. Gold electrode was deposited on the exposed sample area, then the procedure was repeated for the second face.
Figure 5.4: Sample orientation in ME experiments. External magnetic field, electrical polarization and sample c-axis are perpendicular to each other. Electrodes are evaporated on opposite faces of sample. ME effects are observed as changes of sample permittivity or depolarizing currents.
5.2.2 Experimental setup

Both sample electrodes were connected to probehead low-temperature terminals via thin golden wire. The wire was attached to a electrode by silver paste and welded to probehead terminal. Each terminal was connected to two coaxial cables which led to room-temperature connectors of the probehead – from the terminals on the experiments were performed as four-point measurements. Samples were fixed on the probehead by a grease which hardened on cooling.

The probehead was inserted in helium-flow cryostat inside superconducting magnet capable of producing filed up to 8 T. The cryostat allowed to set sample temperature in range 4.2 – 300 K.

The sample with electrodes formed a small capacitor, one could either observe field dependence of its capacitance as a function of magnetic field and temperature, or instead one could observe electrical currents associated with (dis)charging the capacitor.

5.2.3 Capacitance

Sample capacitance was measured by Agilent E4980A precision LCR meter at four different frequencies: 1 kHz, 10 kHz, 100 kHz and 1 MHz.

5.2.4 Polarization

Depolarizing currents were observed by Keithly 6517A electrometer. Prior to measurement sample was polarized by following procedure: At zero magnetic field a voltage (typically 100V) was applied on sample. With voltage on magnetic field was increased to value corresponding to ME phase. This ensured formation of single ferroelectric domain in the sample.

Once the sample has been polarized, voltage was dropped to zero and changes of electrical polarization induced by field sweeping were observed as depolarizing currents. If no depolarizing currents could have been observed due to too high sample conductivity, polarizing voltage was kept on and the currents were measured. With too conductive samples observation of depolarizing currents was no longer possible – they become too small compared to background current generated by polarizing voltage.

5.3 Electronic structure calculations

The calculations were done in WIEN2k program package using GGA approximation to exchange-correlation potential of Perdew, Burke and Ernzerhof [49]
together with effective Hubbard on-site repulsion – the GGA+U(SIC) [39] approach.

5.3.1 Applied procedures

First a structure file for studied system was generated based on experimental structure data. This file contains information on spacegroup, lattice constants, internal structure parameters atomic species occupying the individual crystallographic sites and radii of muffin-tin spheres \((S_o)\) on individual sites. The radii were kept the same for all atoms of particular element, when two calculations were to be compared atomic sphere radii for particular element were kept exactly the same in both of them.

Starting calculations were performed with rather low values of parameters that govern accuracy (and computation time): number of \(k\)-points in first Brillouin zone (determines density of \(k\)-points mesh), product \(R_{\text{min}}K_{\text{max}}\) (controls number of plane waves in basis) and \(G_{\text{max}}\) (maximum length of \(k\)-vector in Fourier expansion of potentials). This yielded good starting point for further finer calculations in which values of the parameters were gradually increased until the results no longer displayed significant changes upon further increase (typically this meant over 200 \(k\)-points, \(R_{\text{min}}K_{\text{max}} \geq 6\) and \(G_{\text{max}} > 15\text{Ry}^{1/2}\)).

Optimizations of internal structure parameters (i.e. minimization of total energy with respect to internal structure parameters) were performed for “intermediate” values of the above mentioned parameters in order to minimize atomic forces in final calculations.

The effective Hubbard \(U\) was utilized on 3\(d\) elements and set to about 1 eV per 3\(d\)-electron. In some cases it was found practical to start the calculation with low \(U\) and gradually increase it, if full value of \(U\) was set from the beginning, convergence was not always reached.

When spin–orbit interaction was needed, it was included after the above described process (i.e. structure optimization and refinement of results by calculations with increased basis size) as it significantly increases difficulty of calculation (symmetry is reduced, calculation is always complex and generally larger basis is needed).

Most parameters extracted from calculations were taken directly from the WIEN2k output file (e.g. EFG tensor, magnetic moments of ions, total energy of system), valences were calculated using Atoms in Molecules (AIM) program incorporated in the WIEN2k package.

The AIM program is based on theory of Bader [50], it inspects the electron density surrounding selected nucleus for critical surface on which there is zero flux of gradient of electron density: \(\nabla \rho(r) \cdot n(r) = 0\), where \(n(r)\) is unit vector normal to the surface. Electron density within volume enveloped in the surface
is then integrated and corresponding valence (difference between number of electrons obtained from the integration and atomic number of the nucleus) is ascribed to the atom. The calculated valences are in absolute values somewhat smaller than the nominal ones. For easier comparison, results of AIM can be rescaled – multiplied by number obtained from condition that average oxygen valence after rescaling is \(-2\), this yields valences of ferric ions close to +3.

We also used AIM to calculate magnetic moments of ions – these are obtained as difference of spin-up and spin-down charge contained inside atomic volume. In contrast to magnetic moments listed in WIEN2k output, which are calculated from charge inside atomic sphere, these results are not too sensitive to values of atomic sphere radii. Finally AIM can also provide volumes of individual atoms.

### 5.3.2 Hyperfine field on ferric cations

Magnetic fields on nuclei of 3d elements calculated within LDA+U or GGA+U methods can easily be several tens of percent off as a result of too crude description of exchange and correlation effects. Upon more detailed inspection it can be found, that while anisotropic part of intrinsic fields is predicted quite correctly (and can be used for interpretation of experimental data [51]), the isotropic term is responsible for the error. The reason lies in contact contribution of \(s\) electrons, which dominates the isotropic term and which is incorrectly accounted for within the +U methods.

Novák and Chlan introduced empirical correction [52] which bypasses the flawed calculation of contact fields and enables to predict total intrinsic fields on \(^{57}\text{Fe}\) in ferric cations with error at the order of one Tesla. They took calculated spin magnetic moments of 3d and 4s electrons and expressed the contact contribution as:

\[
B_c = a_{3d} m_{3d} + a_{4s} m_{4s}
\]  

(5.1)

The first term corresponds to hyperfine field (generated by electrons belonging to the particular ion), the second to transferred field (due to neighbour ions), \(m_{3d}\) is spin magnetic moment of 3d electrons and \(m_{4s}\) is spin magnetic moment of 4s electrons of studied ion. These quantities are accessible from calculation results. Constants \(a_{3d}\) and \(a_{4s}\) were determined from comparison of calculations and experimental data. Their values (in T/\(\mu_B\)) are:

\[
a_{3d} = -16.92, \quad a_{4s} = 1229
\]

(5.2)

We used the above described method to calculate local fields on \(^{57}\text{Fe}\) in several of studied systems. For this approach to work properly, atomic sphere
radius of iron should be set to two Bohr radii. It should be noted, that the correction works well only for ferric ions, once the ion starts to have ferrous character, it should still predict reasonable contact field, however accuracy of resulting local field is reduced.
Chapter 6

Size Effects

6.1 Introduction

In this chapter we present two studies on samples in which small grains size plays important role. First are oriented thin layers of SrM, and second are submicron particles of BaM of varying size. In most samples the hexaferrite particles were below single-domain limit and $^{57}\text{Fe}$ NMR spectra were altered by demagnetizing fields.

6.2 Effect of demagnetizing field

In general, presence of additional homogeneous magnetic field $B_{ad}$ (e.g. external field or demagnetizing field) in sample induces shifts of NMR resonance lines. Following text is aimed on $^{57}\text{Fe}$ NMR in ordered magnetics, i.e. we omit quadrupolar interaction (as it is not present) and assume that dominant component of local field is the contact contribution, which is oriented antiparallel with magnetic moment of the corresponding ion.

In case of collinear magnet the shifts for given isotope spectral lines are of equal magnitude, the sign is given by orientation of corresponding sublattice magnetization $M$ with respect to the field. If $M$ and $B_{ad}$ are parallel the line shifts to lower frequency by $\gamma B_{ad}$ and vice versa. In case of general orientation of $M$ and $B_{ad}$, one can in most cases neglect the component of $B_{ad}$ perpendicular to $M$, so:

$$\Delta \omega = \gamma \frac{M \cdot B_{ad}}{M} \quad (6.1)$$

This is due to the facts, that intrinsic local field $B_{in}$ in ferric ions is of the order of tens of Tesla, so typically $B_{ad} << B_{in}$, and that magnetization is
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nearly antiparallel with local field.

It should be noted, that frequency shift given by equation 6.1 does not include effect of local field anisotropy (equation 3.12) due to $B_{ad}$ changing orientation of magnetization. In the present case (demagnetizing field altering $^{57}\text{Fe}$ NMR spectra of magnetically hard hexaferrites) this mechanism is of minor importance.

In multidomain magnetic samples the distribution of domains is such, that contributions of magnetic moments outside the Lorentz sphere to local magnetic field on nuclear site do to great extent cancel out, since such distribution of magnetic domains lowers magnetostatic energy. In case of isolated single domain sample this argument no longer holds, hence an additional contribution to magnetic field on nucleus emerges – the demagnetizing field. In case of general sample shape, this field is inhomogeneous, if the sample is an ellipsoid, the demagnetizing field is homogeneous and proportional to the sample magnetization:

$$B_{\text{dem}} = -\mu_0 N \cdot M$$

Principal axes of the demagnetizing factor tensor $N$ are identical with those of sample ellipsoid. If $M$ is parallel with one sample axis, the demagnetizing field is antiparallel with $M$ and its value is given by corresponding eigenvalue of demagnetizing factor tensor. All eigenvalues are within the range of $0 - 1$, zero corresponding to infinitely prolate sample magnetized along its longest axis, one to planar sample with magnetization perpendicular to it. In case of spherical sample the demagnetizing factor is (identity times) $1/3$.

In ideal case, one should be able to extract information on demagnetizing factor from observed zero external field NMR lineshifts induced by demagnetizing field, however, there are several complications, which lead both to line broadening and reduction of lineshifts:

- **Grain shape** The grains are not ellipsoids, so $B_{\text{dem}}$ is inhomogeneous, yielding a distribution of lineshifts (i.e. line broadening), further, there is a distribution of grain shapes which as well translates to distribution of lineshifts.

- **Intergrain interaction** Single domain magnetic particles produce strong stray fields, that affect resonance frequencies of nuclei in surrounding grains (e.g. in powder sample), thus again inducing line broadening. Further, since in every grain its magnetization will try to orient parallel with any magnetic field it experiences, the contributions of its own demagnetizing field to the lineshifts and of the external field from the rest of the sample will tend to compensate each other to some degree.
Despite these complications there are features typical for NMR spectra of collinear magnetics altered by demagnetizing fields (or in general by macroscopic magnetic fields):

- All lineshifts are of the same magnitude.
- All lineshapes are convolution of corresponding intrinsic lineshapes with the same profile or its mirror image, depending on orientation of the underlying sublattice magnetization.

The common profile then corresponds to distribution of projection of $B_{ad}$ to direction of magnetization.

### 6.3 SrM oriented layers

#### 6.3.1 Samples

Samples of oriented SrM ferrite layers grown on 111 SrTiO$_3$ substrates have been prepared by J. Buršík from Institute of Inorganic Chemistry AS CR, v.v.i. by chemical solution deposition. Oriented thin layers of SrM may be useful as substrates for oriented growth of more complicated hexaferrite structures. Resulting layers are polycrystalline, with oblate grains. Morphology of layer is sensitive to temperature at which it has been annealed, as observed by x–ray diffraction and SEM. With the temperature increasing from 600°C to 1100°C, the layer of originally randomly oriented ferrite grains develops high degree of orientation, when $c$-axes of individual grains are perpendicular to sample plane. Increased the annealing temperature also yields samples with larger grain size (diameter about one micron in hexagonal plane) and low porosity. Details on sample growth and characterization may be found in [53].

Two samples of the hexaferrite layers were studied by NMR. First sample was annealed at 800°C, which corresponds to an intermediate state, where orientation of grains is not yet perfect. The second was annealed at 1100°C, which produces larger and well oriented grains.

#### 6.3.2 Results

Observed zero-field $^{57}$Fe NMR spectra together with nested plots of fitted line profiles are plotted in figure 6.1, in the inserts the four spectral lines are plotted as shifted from resonant frequencies observed in bulk single crystal.

In comparison to the spectrum of a bulk SrM single crystal it is evident that the spectral lines of magnetic sublattices with magnetization parallel to
Figure 6.1: $^{57}\text{Fe}$ NMR spectra of sample crystallized at 800 °C (top) and 1100 °C (bottom). Circles are experimental points, lines are fits to the data. In the inserts are profiles of individual lines plotted as shifted from resonance frequencies in bulk material.
6.3. ORIENTED LAYERS

<table>
<thead>
<tr>
<th>Site</th>
<th>Area</th>
<th>$f_{\text{max}}$ (MHz)</th>
<th>$f_{\text{CMS}}$ (MHz)</th>
<th>$\Delta f_{\text{max}}$ (MHz)</th>
<th>$\Delta f_{\text{CMS}}$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12k</td>
<td>5.9</td>
<td>71.24</td>
<td>71.30</td>
<td>+0.20</td>
<td>+0.26</td>
</tr>
<tr>
<td>4$f_1$</td>
<td>2.1</td>
<td>72.48</td>
<td>72.43</td>
<td>−0.24</td>
<td>−0.30</td>
</tr>
<tr>
<td>2$a$</td>
<td>0.9</td>
<td>74.66</td>
<td>74.72</td>
<td>+0.12</td>
<td>+0.18</td>
</tr>
<tr>
<td>4$f_2$</td>
<td>2.1</td>
<td>75.57</td>
<td>75.50</td>
<td>−0.22</td>
<td>−0.29</td>
</tr>
</tbody>
</table>

Table 6.1: Fit results for sample crystallized at 1100°C. $f_{\text{max}}$ is frequency of line maximum and $f_{\text{CMS}}$ is frequency of line centre of mass, $\Delta f_{\text{max}}$ and $\Delta f_{\text{CMS}}$ are shifts of this frequencies with respect to that observed in bulk material.

<table>
<thead>
<tr>
<th>Site</th>
<th>Area</th>
<th>$f_{\text{max}}$ (MHz)</th>
<th>$f_{\text{CMS}}$ (MHz)</th>
<th>$\Delta f_{\text{max}}$ (MHz)</th>
<th>$\Delta f_{\text{CMS}}$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12k</td>
<td>5.8</td>
<td>71.45</td>
<td>71.45</td>
<td>+0.41</td>
<td>+0.41</td>
</tr>
<tr>
<td>4$f_1$</td>
<td>2.1</td>
<td>72.28</td>
<td>72.28</td>
<td>−0.40</td>
<td>−0.40</td>
</tr>
<tr>
<td>2$a$</td>
<td>1.1</td>
<td>74.94</td>
<td>74.94</td>
<td>+0.40</td>
<td>+0.40</td>
</tr>
<tr>
<td>4$f_2$</td>
<td>2.1</td>
<td>75.37</td>
<td>75.37</td>
<td>−0.42</td>
<td>−0.42</td>
</tr>
</tbody>
</table>

Table 6.2: Fit results for sample crystallized at 800°C. $f_{\text{max}}$ is frequency of line maximum and $f_{\text{CMS}}$ is frequency of line centre of mass, $\Delta f_{\text{max}}$ and $\Delta f_{\text{CMS}}$ are shifts of this frequencies with respect to that observed in bulk material.

Total magnetization (12$k$ and 2$a$, spin “up”) are shifted to higher frequencies, while the lines of sublattices with antiparallel magnetization (4$f_1$ and 4$f_2$, spin “down”) are shifted to lower frequencies.

Shifts of lines found for the sample crystallized at 800°C are markedly (about 0.2MHz) higher relatively to sample crystallized at 1100°C. While the lineshifts of sample 800°C are nearly uniform, in case of sample crystallized at 1100°C the shift of 2$a$ line is lower than those of the remaining lines. In addition, the lines are significantly broadened, having the linewidth of approximately 0.4MHz (corresponding to width of the distribution of magnetic field being about 0.3T) which is more than an order of magnitude higher than in the perfect single crystal.

Both spectra were fitted with four lines with common profile (mirror image of the profile was used for spin down sublattices). The fitted lines had variable intensity and center frequency. In case of sample crystallized at 1100°C asymmetric profile had to be used, for sample crystallized at 900°C a gaussian profile was sufficient. Intensities of individual lines and their frequencies obtained from fits are listed in tables 6.1 and 6.2.

Good agreement of experimental and fitted spectra proves the validity of the presumption of spectra being altered mainly by demagnetization fields (and stray fields generated by neighboring particles). Integral intensities of individual resonance lines obtained from the fit well correspond to multiplicities.
of underlying sites.

Assuming that magnetization of a grain is the same as of a bulk material, then the demagnetizing field within an isolated single domain grain should fall in range of 0–0.65 T.

Fitted lineshape of the sample annealed at 800°C is symmetrical and the lineshift corresponds to internal macroscopic field of 0.31 T. For an isolated single domain particle this value implies aspect ratio $c/a$ equal to 0.62 ($c$ and $a$ being particle dimensions along and perpendicular to hexagonal axis respectively). Since the interparticle interaction reduces the internal field, the real $c/a$ value is lower.

Lineshape of sample annealed at 1100°C is asymmetrical, fitted lineshape has approximately the same width as in 800°C, but its maximum as well as mean value are shifted towards single crystal values. Internal field corresponding to maximum of lineshape is approximately 0.15 T. Such demagnetizing field in single domain particle would imply needle like shape ($c/a > 1$), which have not been observed by SEM. Increase of inter-grain contribution should be held responsible for the low value of observed shift. It is an expectable outcome, for the grains in sample are well oriented, thus allowing more efficient compensation of demagnetizing and stray fields. Further, lateral grain size is about 1 $\mu$m, hence one should not exclude possibility of formation of domain walls, which, if present, would yield further reduction of the internal macroscopic fields.

Not perfectly uniform lineshifts ($2a$ shift is approximately half of other ones) in sample annealed at 1100°C indicate, that mechanism other than macroscopic field contributes to resulting spectrum. Additional effects, other than macroscopic fields, could bring along slight modification of electronic structure, which would alter hyperfine field in each iron site differently. Strains, or structural defects are the most probable candidates.

6.4 Submicron BaM particles

In this section we deal with particle size effect on NMR spectra of BaM ferrites and its implications for internal fields in the particles. We observed, that as particle size decreases further below single-domain limit, the spectra cannot be interpreted in terms of demagnetizing fields only and additional mechanisms have to be taken into account.
6.4. SUBMICRON PARTICLES

<table>
<thead>
<tr>
<th>sample</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_s$ at 15 kOe (Gcm$^3$/g)</td>
<td>63.6</td>
<td>60.2</td>
<td>21.6</td>
</tr>
<tr>
<td>$\sigma_\infty$ extrapolated (Gcm$^3$/g)</td>
<td>69.3</td>
<td>64.1</td>
<td>23.3</td>
</tr>
<tr>
<td>Remanence ratio $M_r/M_\infty$</td>
<td>0.49</td>
<td>0.50</td>
<td>0.31</td>
</tr>
<tr>
<td>$H_c$ (Oe)</td>
<td>4046</td>
<td>2796</td>
<td>1780</td>
</tr>
<tr>
<td>Particle mean diameter (nm)</td>
<td>340</td>
<td>67</td>
<td>16</td>
</tr>
<tr>
<td>Particle mean thickness (nm)</td>
<td>90</td>
<td>11</td>
<td>not determined</td>
</tr>
</tbody>
</table>

Table 6.3: Basic characteristics of BaM powder samples obtained by VSM at room temperature and by TEM. $\sigma_s$ is specific magnetization at 15 kOe, $\sigma_\infty$ is an extrapolated value, $H_c$ is coercive force.

6.4.1 Samples

We studied three samples of BaM particles of different mean particle sizes, the samples were prepared by glass crystallization by P. Görnert from Innovent e.V. Jena [54]. Additionally a high quality single crystal prepared by flux technique was used as reference.

The powder samples were characterized by electron microscopy (TEM) and magnetometry (VSM) at room temperature. The characteristics are given in table 6.3

6.4.2 Results

The $^{57}$Fe NMR spectra were recorded at 4.2 K in zero external magnetic field using GPMG pulse sequence. Echo separation in the CPMG train was 400 $\mu$s for sample B and 180 $\mu$s for sample C.

Herein presented spectra correspond to signal from magnetic domains or from single domain particles. In sample A also a weak domain wall signal was observed, it was not found in samples B and C, which complies with their dimensions being well below single-domain limit.

Spectra of samples B and C displayed a dependence on which echoes from the CPMG train were used for their evaluation – spectra obtained from first echo differed from that corresponding to echoes further in the train, while in case of sample B there was only a slight difference, spectra of sample C varied significantly with sequential number of echo used for evaluation.
Figure 6.2: Normalized \(^{57}\text{Fe}\) NMR spectra in region of \(12k - 4f_{V1}\) resonance recorded at 4.2K in zero magnetic field. (a) single crystal; (b) sample A, (c) sample B, dotted – spectrum from echo no. 1, solid – spectrum from echo no. 50; (d) sample C, dotted – spectrum from echo no. 1, solid – spectrum from echo no. 20.

Observed spectra of BaM particles display shifts and broadening of resonance lines when compared to single crystal spectrum. Mechanisms inducing these changes may be broken up into two sets according to their effect on NMR pattern. The demagnetizing fields, which are always present in single-domain particles, induce shifts of equal magnitude for all lines with sign of the shift given by orientation of corresponding sublattice magnetization with respect to total magnetization. Point defects of ideal structure, deviations of magnetization from easy axis, noncollinearities in magnetic structure or reduction of static ionic magnetic moment due to missing exchange interactions near surface, they all induce broadenings, shifts or splittings which are site-specific, i.e. each resonance line is influenced in a unique way.

Normalized spectra of sample C are strongly dependent on sequential number of echo used for evaluation. This implies, that the observed signal is a sum of components with different \(T_2\) relaxation times. We constructed spectra out of individual echoes and treated the resulting series by singular value decomposition (SVD) [55]. The results show, that the series can be broken up into two frequency profiles. The NMR spectral components were constructed out of
the SVD frequency profiles by requesting non-negative spectral intensities and single-exponential decay of the components. Both the criteria independently yielded the same transformation matrix between the SVD frequency profiles and NMR components, this means, that the SVD allowed for unambiguous determination of the NMR components. Relaxation times of components are 0.8 ms for the fast relaxing component and 5.0 ms for the slow relaxing one. The components are plotted in figure 6.3.

![Figure 6.3: Slow and fast relaxing components obtained by SVD for $^{57}$Fe NMR on sample C at 4.2 K. The components are plotted in the same intensity scale.](image)

In order to compare all samples with respect to role of demagnetizing (or more generally macroscopic) fields in observed broadenings and shifts of resonance lines we decided to characterize samples by centers of masses of $12k + 4f_{IV}$ and $2a + 4f_{VI}$ overlapped lines. These two numbers represent a point in a plane, since macroscopic magnetic fields induce shifts of equal magnitude for all sublattices, points representing samples with spectra altered solely by the macroscopic fields have to lie along a straight line, position on the line then corresponds to effective magnitude of the field. Since demagnetizing fields are expected to be important source of observed uniform shifts, we marked values of demagnetizing factor corresponding to the fields.

The line and positions of the samples in aforementioned plane are plotted in figure 6.4. While symbols of single crystal and sample A are well on the line corresponding to effect of macroscopic field only, the sample B is slightly deviated and both spectral components of sample C are considerably off the line. For both samples B and C the deviation is larger when fast relaxing component or (in case of sample B) only the first echo are evaluated. The large deviation of sample C fast relaxing component is due to low value of $12k + 4f_{IV}$ component, which is likely to be predominantly influenced by signal from $12k$ sublattice.

As samples B and A show little or no deviation from behavior of spectra
expected from action of demagnetizing field, we fitted the spectra by sum of four Pearson functions with fixed intensities 12 : 4 : 2 : 4, and common linewidth. In case of sample B spectrum evaluated from echoes 25 – 50 was used. Results of the fits are in table 6.4, as one can see, the obtained lineshifts are reasonably uniform, which is in accord with demagnetizing fields being the dominant mechanism of line shifting and broadening.

It is interesting to compare demagnetizing fields observed by NMR (the field is proportional to observed lineshift by factor $\gamma Fe = 1.38 \text{ MHz} \cdot \text{T}^{-1}$) with that expected from shape of particles. If one approximates the particles as homogeneously magnetized oblate rotational ellipsoids with dimensions given

<table>
<thead>
<tr>
<th>sample</th>
<th>lineshift (MHz)</th>
<th>width (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.389 -0.402 0.417 -0.398</td>
<td>0.402 0.312</td>
</tr>
<tr>
<td>B</td>
<td>0.624</td>
<td>0.330</td>
</tr>
</tbody>
</table>

Table 6.4: Fit results for spectra of samples A and B (spectrum obtained from echoes 20 – 50 was used in case of sample B). Mean lineshift is average magnitude of lineshifts obtained for the particular sample.
in table 6.3 and magnetization along the shortest semi-principal axis one can calculate the expected demagnetizing fields as product of demagnetizing factor $N_\perp$ and bulk magnetization ($\mu_0 M = 0.66$ T [56]). The comparison is given in table 6.5. While in case of sample B there is reasonable agreement of observed demagnetizing fields (NMR column) and that expected for homogeneously magnetized ellipsoids (TEM column), in case of sample A the observed field is lower than expected from particle shape. This reduction is probably caused by residual shielding due to remaining domain structure which is present in sample A as documented by observation of weak domain wall signal.

The observed shifts and broadenings of $12k - 4f_2$ resonance lines in samples A and B can be ascribed to demagnetizing fields in single-domain particles. The observed lineshifts in samples A and B correspond to estimates of demagnetizing field based on particle dimensions in sample B and are smaller than the estimates for sample A, this is likely due to residues of domain structure in sample A.

In spectrum of sample C (smallest particles, size $\sim 16$ nm) we identified additional component with shorter $T_2$ relaxation time. This component is spread out to lower frequencies, the low frequency signal is expected to be $12k$ resonance in surface layer. Weaker exchanges interactions in $12k$ sublattice or rotation of total magnetization out of hexagonal axis are possible causes of the low frequency signal.

### 6.5 Summary

Lowering particle size induces shifts of NMR frequencies due to emergence of macroscopic fields in the sample, as these fields add to intrinsic fields on nuclei resonance frequencies change. By comparison of demagnetizing fields estimated from particle shape and observed frequency shifts contribution of interparticle interaction to the macroscopic fields can be estimated. Upon further decrease of particle size influence of surface layer on NMR spectra becomes more pronounced.
Chapter 7

Y–type hexaferrites

7.1 Introduction

This chapter deals with Ba$_{2-x}$Sr$_x$Zn$_2$Y hexagonal ferrites, which have been studied for promising magnetoelectric (ME) properties of $x_{Sr} = 1.5$ system that in principle should persist up to room temperature [14, 57]. However, electrical conductivity of these materials increases with raising temperature and obscures the ME behavior.

Zinc is expected to preferentially enter tetrahedral sites [3, 4, 58, 59], these are: $6c_{IV}$ in S block and $6c_{IV}^*$ in T block. As there are 12 tetrahedral sites in hexagonal unit cell and only 6 Zn$^{2+}$ cations, various distributions of zinc between the structural blocks are possible. To describe the distribution, $\gamma$ parameter was introduced – fraction $\gamma$ of all Zn$^{2+}$ ions is in S blocks and $1 - \gamma$ is in T blocks.

Electrical conductivity and ME behavior of the system are linked to $\gamma$. Electronic structure calculations indicate, that ideal Zn distribution is 50:50 ($\gamma = 1/2$) [60, 61], which might be achievable by annealing and subsequent quenching of samples.

Main goal of our efforts was to asses possibility of improving ME performance by thermal treatment. We employed NMR in combination with electronic structure calculations and of ME measurements (magnetocapacitance and electric polarization).

The NMR part of study was aimed on assessing Zn distribution ($\gamma$ parameter) experimentally, to achieve this, electronic structure calculations of several Y–type systems with varying $\gamma$ were performed. Resulting theoretical spectra were then used to interpret the experimental ones.

The ME experiments were done in order to gain information on actual effect of thermal treatment on ME performance of the very samples studied by
NMR thus allowing us to test hypothesis of link between magnetoelectricity and zinc distribution directly.

Most effort was devoted to samples of magnetoelectric composition as these samples allowed for direct observation of ME effect (as well as NMR experiments), the other compositions were studied by NMR only.

### 7.2 Samples

We studied several samples of Y–type Ba–Sr hexaferrites which came from group of T. Kimura, from Osaka University who provided us with single crystals of Ba$_{2-x}$Sr$_x$Zn$_2$Y ($x = 0, 1.4, 1.5$), the crystals were grown by Y. Hiraoka using a Na$_2$O-Fe$_2$O$_3$ flux technique in Pt crucibles [62].

The ME single crystals ($x = 1.5$) were prepared in two batches. Sample from the first batch was used for preliminary tests and NMR experiments in external magnetic field, while a more detailed study of effects of annealing was done on three samples selected from second batch (denoted as 1, 2, 5), which yielded larger crystals of higher quality than the first batch.

After measuring zero-field NMR spectra, the three samples from second batch were cut in half and one part of each sample was annealed in oxygen atmosphere (table 7.2), the other was kept as-grown for reference. The reference parts are denoted 1NA, 2NA, 5NA, numbers correspond to that of original crystals, NA stands for non-annealed, the annealed parts are denoted in similar fashion as 1A, 2A and 5A. The resulting six samples were cut into planparallel plates and silver electrodes were evaporated on the planar surfaces (see table 7.3 for their dimensions), the plates were then studied by ME and NMR techniques.

Further we also studied one $x = 1.4$ and four $x = 0$ small single crystals (tens of mg each), these compositions are not multiferroic, but the samples were used to asses influence of Ba–Sr ratio on NMR spectra.

The above review of samples is summarized in table 7.1.
7.2. SAMPLES

<table>
<thead>
<tr>
<th>sample</th>
<th>experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 0$</td>
<td>$^{57}$Fe and $^{67}$Zn NMR in zero field</td>
</tr>
<tr>
<td></td>
<td>$^{57}$Fe and $^{67}$Zn NMR in external field</td>
</tr>
<tr>
<td>$x = 1.4$</td>
<td>$^{57}$Fe NMR in zero field</td>
</tr>
<tr>
<td>$x = 1.5$, first batch</td>
<td>$^{57}$Fe and $^{67}$Zn NMR in zero field</td>
</tr>
<tr>
<td></td>
<td>$^{57}$Fe and ZnN NMR in external field</td>
</tr>
<tr>
<td></td>
<td>preliminary ME and annealing experiments</td>
</tr>
<tr>
<td>$x = 1.5$, second batch</td>
<td>three crystals (denoted 1, 2, 5)</td>
</tr>
<tr>
<td></td>
<td>$^{57}$Fe and $^{67}$Zn NMR in zero field on all crystals</td>
</tr>
<tr>
<td></td>
<td>annealing of part of each crystal (table 7.2)</td>
</tr>
<tr>
<td></td>
<td>ME on resulting six crystals (denoted 1NA, 1A, 2NA, 2A, 5NA, 5A)</td>
</tr>
<tr>
<td></td>
<td>$^{67}$Zn NMR on annealed crystals and one reference crystal</td>
</tr>
</tbody>
</table>

Table 7.1: Summary of Y–type hexaferrite samples and performed experiments.

<table>
<thead>
<tr>
<th>sample</th>
<th>temperature ($^\circ$C)</th>
<th>time (days)</th>
<th>cooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>900</td>
<td>8</td>
<td>fast</td>
</tr>
<tr>
<td>2A</td>
<td>900</td>
<td>7</td>
<td>slow</td>
</tr>
<tr>
<td>5A</td>
<td>800</td>
<td>7</td>
<td>slow</td>
</tr>
</tbody>
</table>

Table 7.2: Annealing of samples from second batch. The annealing took place in flowing oxygen gas. Fast cooling corresponds to removing sample from hot furnace, slow cooling to temperature drop at rate $1^\circ$C/min.

<table>
<thead>
<tr>
<th>sample</th>
<th>area (mm$^2$)</th>
<th>thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1NA</td>
<td>2.3</td>
<td>0.25</td>
</tr>
<tr>
<td>1A</td>
<td>2.8</td>
<td>0.5</td>
</tr>
<tr>
<td>2NA</td>
<td>3.0</td>
<td>0.8</td>
</tr>
<tr>
<td>2A</td>
<td>3.0</td>
<td>0.4</td>
</tr>
<tr>
<td>5NA</td>
<td>5.1</td>
<td>0.6</td>
</tr>
<tr>
<td>5A</td>
<td>4.7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 7.3: Electrode areas and thicknesses of samples from the second batch.
7.3 Electronic structure calculations

The main goal of electronic structure calculations was to determine influence of Zn distribution on $^{67}$Zn NMR spectra, which would then be used in to estimate $\gamma$ of real samples and its changes due to thermal treatments.

The calculations were done on $\text{Ba}_2\text{Zn}_2\text{Fe}_{12}\text{O}_{22}$ for three different distributions of small cations corresponding to $\gamma = \{0; 0.5; 1\}$ (in order to achieve feasible computation time the Ba–Sr substitution was not considered). There are two Zn atoms in rhombohedral unit cell and four tetrahedral sites which can be occupied either by Zn or by Fe (two equivalent sites in S block and two in T block). Unit cell in $\gamma = 1$ case had both Zn atoms in S block, $\gamma = 0.5$ had one in each block and $\gamma = 0$ both Zn atoms were in T block tetrahedral sites. Owing to this simplifications there was no need for supercell. In all three cases lattice parameters (unit cell volume and $c/a$ ratio) as well as free parameters in atomic positions within the unit cell were optimized.

Result of the calculations were electric and magnetic hyperfine parameters on $^{67}$Zn sites in two situations: either all three nearest tetrahedral neighbors were Zn or they were Fe ions. The calculated parameters are in table 7.4, all tetrahedral sites have threefold symmetry axis parallel with hexagonal axis – the EFG tensors have zero asymmetry, the local $z$ axes (axes of symmetry) are parallel with hexagonal axis of unit cell. In order to estimate hyperfine parameters for cases with one or two Zn nearest neighbors we employed linear superposition scheme:

$$P_n = \frac{1}{3} (nP_3 + (3 - n)P_0); \quad n = 1, 2 \quad (7.1)$$

where $P_n$ stands for a hyperfine parameter ($V_{zz}, B_{\text{loc}}$) of nucleus with $n$ nearest neighbors being Zn ions.

<table>
<thead>
<tr>
<th>S block</th>
<th>T block</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{zz}$ ($10^{21}\text{Vm}^{-2}$)</td>
<td>1.755</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0</td>
</tr>
<tr>
<td>$B_{\text{loc}}$ (T)</td>
<td>10.248</td>
</tr>
</tbody>
</table>

Table 7.4: Calculated hyperfine parameters on Zn in tetrahedral sites of $\text{Ba}_2\text{Zn}_2\text{Y}$. 
7.3. ELECTRONIC STRUCTURE CALCULATIONS

7.3.1 Modelling of $^{67}$Zn NMR spectra

In order to estimate influence of $\gamma$ on spectra we calculated hyperfine parameters on Zn nuclear site in both S and T block. For each block we got 4 sets of hyperfine parameters corresponding to $0-3$ nearest tetrahedral neighbors being Zn (while the rest is Fe).

The NMR spectra for given value of $\gamma$ were then calculated as follows:

1. Using Fermi golden rule (equations 3.4 and 3.5) and calculated hyperfine parameters, 8 sets of line positions and relative intensities were found corresponding to $^{67}$Zn being in S or T block and its $n \in \{0, 1, 2, 3\}$ nearest tetrahedral neighbors being Zn cations. Let those sets be $S_n$ and $T_n$ (e.g. $S_2$ corresponds to $^{67}$Zn being in S block and having 2 nn Zn).

$^{67}$Zn has spin $5/2$ hence in general case there are up to 15 observable nuclear transitions – each set may be expressed as:

$$X_n(\omega) = \sum_{i=1}^{15} I_{i}^{X,n} \delta(\omega - \omega_{i}^{X,n}) ; X \in \{S, T\}$$

2. Using binomial distribution, probability $p_{n}^{X}$ of $^{67}$Zn in S or T block having $n$ Zn nearest tetrahedral neighbors was estimated.

3. Subspectra of S and T blocks were calculated as $X = \sum_{n} X_n \star p_{n}^{X}$, by summing the S and T subspectra we obtained the whole spectrum. In the end, convolution of the calculated spectrum with squared lorentzian has been done in order to get a smooth profile.

Resulting spectra for several values of $\gamma$ are shown in figure 7.1 together with subspectra from S and T blocks. Both subspectra are broadened by substantial contribution of quadrupolar interaction. While the S block subspectrum does not change its shape considerably with $\gamma$, the T block contribution shifts to higher frequencies as $\gamma$ decreases. This is mere reflection of fact that while in S block the calculated hyperfine parameters are not much changed upon changing the nearest neighbors from iron to zinc, in T block the parameters vary significantly upon change of species in nearest tetrahedral sites (see table 7.4). Also the T block subspectrum is broader than that from S block as in T block there is stronger quadrupolar interaction.

The resulting lineshape is strongly dependent on value of $\gamma$ – as it decreases, relative amplitude of narrow S block subspectrum is reduced while broad T block component gains intensity and shifts to higher frequencies.
Figure 7.1: Calculated $^{67}$Zn spectra and contributions from S and T blocks for varying $\gamma$–fraction.
7.4 Experimental NMR spectra

In this section we will present experimental NMR spectra of studied Y–type hexagonal ferrites. All NMR spectra were recorded at 4.2K.

7.4.1 \(^{57}\)Fe resonance

Zero-field spectra of \(^{57}\)Fe NMR of studied samples with different Sr content are shown in figure 7.2. When untuned probehead was used (\(x_{Sr} = 0, 1.4\)) the spectra depended on excitation conditions. In order to correct for this effect we recorded spectra at several rf power levels and constructed resulting spectrum as their envelope. While this approach ensures optimal excitation in whole frequency range it does not eliminate modulation of observed lineshape originating from frequency dependent sensitivity of signal detection [63].

The spectra lie in frequency interval 65 – 78 MHz, most intensity is in interval 65–70 MHz in unresolved broad peak centered at about 69 MHz for all three Sr contents. Most pronounced differences between samples are found in interval 70–73 MHz. Last there are two weaker peaks at 74.5 MHz and 77 MHz which are again found in all three samples.

Next we measured \(^{57}\)Fe spectra of \(x_{Sr} = 0, 1.5\) samples in external magnetic field using untuned probehead. The external field was in both cases parallel with hexagonal axis of crystals – electron magnetization was forced by the field out of the easy plane. Spectra of \(x_{Sr} = 0\) crystal are in figure 7.3, these of \(x_{Sr} = 1.5\) are in figure 7.4 (in this experiment we used the crystal from the first batch).

Spectra of both samples show quite similar development in external field – the strongest peak with maximum at 69 MHz in zero field splits into two components, peak at 71.5 MHz shifts to higher frequencies with increasing field, the two weaker peaks at 74.5 MHz and 77 MHz shift to lower frequencies and the small narrow peak overlapped with that at 77 MHz shifts to higher frequencies.

The \(x_{Sr} = 1.5\) sample from the first batch, which was used in external field experiments turned out to be rather peculiar in comparison with samples of nominally identical composition from second batch. Its NMR spectra were dependent on direction of rf field – there were two possible NMR patterns depending on whether the rf field was in or perpendicular to hexagonal plane of the sample.

When the rf field was perpendicular to hexagonal plane, the NMR pattern was similar to the typical one (described above and shown in figure 7.2), however relatively weak, while when the rf field was in the hexagonal plane, the other, anomalous, pattern emerged, which was observed only for this sam-
ple. Further, when the sample was cooled and then temporarily exposed to magnetic field (0.01 T was sufficient) this anomalous spectrum switched to “normal” one.

There is one marked difference between “normal” spectrum of the sample and spectra of samples from second batch – additional peak centered slightly below 76 MHz, which is found only in spectrum of the sample from first batch. This peak appears to shift to higher frequencies as external field is applied, however for fields above 0.5 T it either vanishes or it merges with peak which found at 77 MHz in zero field.

The anomalous pattern observed for sample from first batch indicates, that in this sample after zero field cooling the magnetic structure is likely different than in these from second batch. Upon application of external field the magnetic structure changed and yielded spectra more resembling these observed on samples from second batch. However as this hysteresis of NMR spectra was observed only for single sample details its origin were not further investigated.

Interpretation of $^{57}$Fe NMR spectra is complicated for several reasons and as result unambiguous assignment of spectral lines to individual sublattices is not possible. The main factors hampering the line assignment are:

- substantial linewidth – individual contributions to resulting spectrum overlap strongly and cannot be separated.

- complicated subspectra – contributions coming from individual sublattices do not necessarily consist of single resonance line. There are two independent factors in play – disorder in small as well as large cation sublattices (Ba–Sr, and Fe–Zn substitution), which leads to to emergence of satellite patterns and anisotropy of local field, which can lead to additional line splitting.

Despite these complications the spectra can be partially interpreted when results of experiments in external field are used.

Due to orientation of external field parallel with hexagonal axes of studied samples one cannot expect signals from individual sublattices to shift linearly with the field even in case that magnetic structure is collinear – the magnetization is gradually rotated into direction of hard axis contribution of external field itself to lineshift is expected to be quadratic, additional nonlinear contributions arise from anisotropy of local field and tensor of demagnetizing factor. However this experiment still allows to distinguish sublattices with magnetizations parallel with the total magnetization (up) from the antiparallel (down) ones – the first shift to low frequencies while the latter to higher frequencies.

Given the collinear magnetic structure of Y–structure [64] (up: $18h_{VI}$, $3a_{VI}$, $3b_{VI}$, down: $6c_{IV}$, $6c'_{IV}$, $6c_{VI}$), the large peak at 69 MHz has to be composed
of overlapped subspectra from $18h_{VI}$ and two of three $6c$ sublattices – then it should split in two components with ratio of intensities approximately 2:3, the peak at 71.5MHz, which shifts to high frequencies should belong to the remaining $6c$ sublattice. The two weaker peaks at 74.5 MHz and 77 MHz should correspond to resonances from $3b_{VI}$ and $3a_{VI}$ sublattices.

Last, there is small narrow signal slightly below 77 MHz which shifts to higher frequencies – its low intensity suggests that it corresponds to a defect in the structure, from shift we see, that magnetic moments of its ferric ions are antiparallel with total magnetization. Possible reason may be stacking faults in which R blocks are introduced into the structure. Such a fault should give three signals at frequencies near $2b$, $12k$ and $4f_{VI}$ resonances in M–phase. The signal corresponding to $2b$ would most likely be below frequency range in which these spectra were recorded, analog of $12k$ at approximately 71MHz, where it can be obscured by strong resonances from Y–phase. Frequency of $4f_{VI}$ signal in M–phase is slightly below 76 MHz it is likely, that its resonance in such a stacking fault shifts to higher frequency and gives rise to observed signal – such a shift is expectable, because in M ferrite the $4f_{VI}$ resonance shifts to higher frequencies when magnetization is oriented perpendicular to hexagonal axis (effect of anisotropy of local field) [65,66].
Figure 7.2: Spectra of Ba$_{2-x}$Sr$_x$Zn$_2$Fe$_{12}$O$_{22}$ samples at 4.2K in zero external field. Except for $x = 1.5$ sample all spectra were recorded using a non-tuned probehead and constructed as envelope of three spectra recorded at different excitation conditions (rf power levels). The $x = 1.5$ spectrum was measured using a tuned probehead and on sample 2 from the second batch (the original crystal before cut). The spectra have been normalized to unit area.
Figure 7.3: $^{57}$Fe NMR spectra of $\text{Ba}_2\text{Zn}_2\text{Fe}_{12}\text{O}_{22}$ single crystal recorded at 4.2K in external magnetic field up to 1.5T. The field was oriented perpendicular to hexagonal plane of the crystal. Each shown spectrum is an envelope of three spectra recorded with different pulse intensities. The dotted lines track shifts of spectral features with increasing magnetic field. The spectra were normalized to unit area.
Figure 7.4: $^{57}$Fe NMR spectra of $\text{Ba}_{0.5}\text{Sr}_{1.5}\text{Zn}_2\text{Fe}_{19}\text{O}_{19}$ single crystal from first batch. Spectra were recorded at 4.2K in external field up to 2.5 T. The field was oriented perpendicular to hexagonal plane of crystal. Each shown spectrum is envelope of three spectra measured with different excitation conditions. The dotted lines track shifts of spectral features with increasing magnetic field. Spectrum in zero field was dependent on sample history (see text). Except for “ZFC” spectrum all spectra are normalized to unit area. Ratio of “normal” and “ZFC” spectrum intensity corresponds to experiment.
7.4.2 $^{67}$Zn resonance

Typical NMR spectra of $^{67}$Zn are in figure 7.5, it is rather broad poorly resolved lineshape stretching from 10 MHz up to 30 MHz with relatively narrow maximum at 19 MHz.

We also performed measurements in external magnetic field results of which are in figure 7.6. This figure contains data obtained on two single crystals: sample with Sr content $x_{\text{Sr}} = 0$ and $x_{\text{Sr}} = 1.5$ crystal from the first batch. The first crystal ($x_{\text{Sr}} = 0$) was oriented with static field in (magnetically easy) hexagonal plane and the observed resonance frequency dependence on external field soon becomes linear. We fitted the data with linear function (the first point from demagnetized sample at $B_{\text{ext}} = 0$ was excluded from the fit). The second crystal was oriented with hexagonal plane perpendicular to external field. In this configuration, magnetization is gradually rotated by external field out of the easy-plane and resonance frequency dependence on the is field approximately quadratic. Results of the fits are in table 7.5.

In $^{67}$Zn NMR experiments on $x_{\text{Sr}} = 1.5$ sample from first batch we observed similar anomalies as in $^{57}$Fe case (dependence on rf field orientation and history), however in this case, there was no signal on zero field cooled sample when rf field was in hexagonal plane.

Simulate spectra shown in figure 7.1 resemble the experimental ones (figures 7.5 and 7.12) in shape, however the frequency scale is rather off – the calculated spectra are shifted to higher frequencies and stretch over narrower frequency interval than the experimental ones. This is likely due to calculation of local magnetic field, namely the contact contribution, on zinc sites. The magnetic field, unlike the EFG, can be subject to large systematic error stemming from inaccurate description of electron exchange and correlation in DFT calculations. Despite these discrepancies the experimental as well as calculated lineshapes appear to be composed of narrow and broad component. Based on calculation results, we interpret the narrow peak at 19MHz as signal from S blocks and the broad component as signal from T blocks.

The two tetrahedral sublattices, which may be occupied by Zn ions, have their magnetizations parallel, hence separation of $^{67}$Zn signals from S and T

<table>
<thead>
<tr>
<th>Sample</th>
<th>Orientation</th>
<th>Fit function</th>
<th>Fit results</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{\text{Sr}} = 0$</td>
<td>$B_{\text{ext}} \perp c$</td>
<td>$f_{\max} = f_0 + B_{\text{ext}} \cdot A$</td>
<td>$f_0 = 18.88 \pm 0.07 \text{ MHz}$, $A = 2.40 \pm 0.15 \text{ MHzT}^{-1}$</td>
</tr>
<tr>
<td>$x_{\text{Sr}} = 1.5$ first b.</td>
<td>$B_{\text{ext}} \parallel c$</td>
<td>$f_{\max} = f_0 + B_{\text{ext}}^2$</td>
<td>$f_0 = 18.97 \pm 0.06 \text{ MHz}$, $A = 0.78 \pm 0.05 \text{ MHzT}^{-2}$</td>
</tr>
</tbody>
</table>

Table 7.5: Fits of $^{67}$Zn NMR data in external field (figure 7.6)
block by increasing magnetic field was neither expected nor observed. We focused on shifts of NMR signal maximum in external field in order to show that the resonance does come from $^{67}\text{Zn}$ nuclei.

In case of $x_{\text{Sr}} = 0$ sample the field was in easy plane, further the magnetic structure is collinear for this composition, so as soon as the sample is in single domain state, the signal shift can be expected to be proportional to gyromagnetic ratio of zinc which is 2.68 MHz/T (dotted red line in figure 7.6). Due to quadrupole interaction the real dependence is more complex, however on average the signal shift is linear in with applied field and the slope is close to zinc gyromagnetic ratio.

In the second geometry, when external field is perpendicular to hexagonal plane ($x_{\text{Sr}} = 1.5$ sample) the situation is more complex. Magnetization is forced out of easy plane and its orientation is given by competition of magnetocrystalline anisotropy and external field. Neglecting shape anisotropy and demagnetizing field, using only first term of magnetocrystalline anisotropy expression and neglecting possible dependence of magnitude of magnetization on external field one can obtain formula:

$$MB_{\text{ext}} + 2K_1 \cos \theta = 0 \quad (7.2)$$

Where $M$ is magnetization of the sample, $B_{\text{ext}}$ external magnetic field, $K_1$ anisotropy constant ($K_1 < 0$) of sample material and $\theta$ angle between magnetization and hexagonal axis. If one further neglects demagnetizing field, local field anisotropy, quadrupolar contribution to resonance frequency and takes into account only component of external field parallel with magnetization, one arrives at (obviously) approximate relation for position of signal maximum:

$$f_{\text{max}} = \begin{cases} f_0 - \frac{\gamma_{\text{Zn}}}{2\pi} \frac{M}{2K_1} B_{\text{ext}}^2 & \text{if } B_{\text{ext}} < -\frac{2K_1}{M} \\ f_0 + \frac{\gamma_{\text{Zn}}}{2\pi} B_{\text{ext}} & \text{if } B_{\text{ext}} \geq -\frac{2K_1}{M} \end{cases} \quad (7.3)$$

When magnetization is rotated completely (i.e. it is parallel with the field), the dependence becomes (within the approximation) linear.

As one can see from figure 7.6, magnetic field of 1.5 T is not sufficient to turn magnetization of the sample into the hard axis.
Figure 7.5: $^{67}$Zn NMR spectra of $\text{Ba}_{2-x}\text{Sr}_x\text{Zn}_2\text{Y}$ single crystals. Spectrum of $x = 0$ sample was measured using untuned probehead, $x = 1.5$ crystal (sample 2NA), spectrum was measured using tuned probehead.
Figure 7.6: Positions of maxima of $^{67}\text{Zn}$ resonance in external magnetic field at 4.2 K. The $x_{\text{Sr}} = 0$ crystal was oriented to have (magnetically easy) hexagonal plane parallel with the field, while the $x_{\text{Sr}} = 1.5$ had the plane perpendicular to applied field. Data obtained on $x_{\text{Sr}} = 0$ were fitted with linear function disregarding the first point ($B_{\text{ext}} = 0$), fit is shown as dashed blue line. Data obtained on $x_{\text{Sr}} = 1.5$ crystal were fitted with quadratic function (black dash-dot line). Fit results are in table 7.5, slope of the red line is gyromagnetic ratio of $^{67}\text{Zn}$. 
7.5 Magnetoelectric Properties

We performed two types of ME experiments – magnetocapacitance (dependence of sample capacity on external magnetic field) and polarization (dependence of polarizing current on external magnetic field). Typically the magnetocapacitance curve shows two peaks, which indicate transitions to/from ME phase. The polarization experiment detects currents due to changes of sample electrical polarization, the currents are non-zero only in interval of magnetic fields corresponding to ME phase, sample electrical polarization is determined by time-integrating the currents.

7.5.1 Magnetocapacitance

The magnetocapacitance measurements were performed at four frequencies (1, 10, 100, 1000 kHz), at 11 temperatures in range 4.2 – 300 K on $\text{Ba}_{0.5}\text{Sr}_{1.5}\text{Zn}_{2}\text{Fe}_{12}\text{O}_{22}$ samples from the second batch. In these experiments magnetic field was swept from zero to 3 T and back at rate 1 T/min and capacitance of sample was recorded. Upon entering or leaving interval of magnetic fields in which ME phase exists characteristic maxima of sample capacitance were observed. At 300 K the lower magnetocapacitance maximum is located at zero field, hence the sweep from 3 T to low field was not stopped at zero field, but instead it was left to continue to negative values (i.e. increasing field of opposite direction was applied after reaching zero field). As an example of magnetocapacitance data we present results obtained on annealed part of sample 5, data recorded at 4.2 K and 100 K are shown in figure 7.7, those measured at 200 K and 300 K are in figure 7.8.

In general, as frequency decreases and temperature increases, intensity of noise and artifacts in the data increases and the magnetocapacitance maxima cease to be observable. At 4.2 K the second maximum (located at 2 T) is only poorly observable and there is slight hysteresis in the data – maxima observed on raising the field are shifted to slightly higher fields with respect to that observed on lowering field. Similar behavior was observed also at 20 K. At 40 K and above the data resemble that obtained at 100 K. The higher-field peak appears to be split into two, especially at temperatures above 100 K. Also at higher temperatures artifacts begin to obscure the magnetocapacitance peaks. Finally it is worth noting, that apparent capacitance of a sample increases dramatically with temperature, especially at low frequencies. These are most likely effect of (field dependent) sample conductivity increasing with temperature. The described features in magnetocapacitance data are common to all studied samples (hysteresis and weak high-field peak at low temperatures, splitting of high-field peak, increasing capacity).
We used the magnetocapacitance data obtained at 1 MHz to construct ME phase diagrams of the samples. The procedure is shown in figure 7.9, at each temperature four magnetic fields were read from magnetocapacitance data – the fields at which the magnetocapacitance peaks reach half their total height. The fields obtained at different temperatures were then plotted into phase diagram breaking it up into three regions: magnetoelectric region, two transition regions (with widths given by widths of magnetocapacitance peaks) and the rest, where material is not magnetoelectric.
Figure 7.7: Magnetocapacitance results obtained on sample 5A at 4.2 K (left column) and 100 K (right column) at frequencies from 1kHz (bottom row) to 1MHz (top row). In each experiment field was swept from zero to 3 T and back. Data obtained on increasing field are shown in red, data obtained on decreasing field are in blue.
Figure 7.8: Magnetocapacitance results obtained on sample 5A at 200 K (left column) and 300 K (right column) at frequencies from 1kHz (bottom row) to 1MHz (top row). In each experiment field was swept from zero to 3 T and back, in experiments performed at 300 K the field was not stopped at zero but left to rise in negative values (i.e. opposite orientation). Data obtained on increasing field are shown in red, data obtained on decreasing field are in blue.
Figure 7.9: Illustration of how ME phase diagrams were constructed.
7.5.2 Polarization

Electrical polarization of samples was more difficult to observe, than changes of permittivity. Electrical conductivity of samples reduces measured depolarization current in zero bias voltage experiment, while in experiments with applied voltage it leads to parasitic current which adds to the observed currents induced by polarization changes. For this reasons we performed most experiments at 4.2 K with zero bias, as the main goal was to demonstrate presence of electrical polarization and to estimate its value.

After poling (applying voltage to sample while raising field to 1 T), depolarizing currents were measured in two situations – either field was swept to high values (up to 8 T, typically 5 T), subsequently reduced to zero and finally swept back to original 1T, or field was first reduced to zero, then increased to a high value and reduced back to 1 T, in both cases voltage bias was zero during the experiment.

Typical results of a polarization experiment are shown in figure 7.10. The peaks in depolarizing currents coincide with limits of ME region of magnetic fields determined from magnetocapacitance data thus indicating, that one can use the (easier to perform) magnetocapacitance experiment to estimate limits of ME region.

There is a stark difference between results of the two variants of polarization experiment described above – if field is first reduced to zero, no substantial polarization is recovered on its subsequent increase while when field is first increased to high value (we tested it up to 8 T) and then reduced back to values corresponding to the ME phase, the polarization is recovered. This evidences, that non-polar high-field phase contains information on orientation of electric polarization while the low-field phase does not. Collinear magnetic order in high-field phase is unlikely to play a role in the observed “memory effect”, however if some non-collinearity was present in fields up to 8 T it could explain the observed behavior.

In figure 7.11 there is dependence of sample 2NA electrical polarization on magnetic field which was obtained by integration of depolarizing currents as field was swept out of ME interval. It can be seen that the polarization drops rapidly as field deviates from its original value. Peak value of the polarization is quite small compared to classical ferroelectrics.
Figure 7.10: Depolarizing currents detected on non-annealed part of sample 2 at 4.2K. Top plot: after poling the sample magnetic field was decreased to zero, then increased to 5 T and reduced back to 1 T. Bottom plot: after poling the field was first increased to 5 T, then reduced to zero and finally increased back to 1 T. The inserts show time dependence of applied magnetic field, arrows indicate sense of magnetic field sweep.
Figure 7.11: Dependence of electric polarization on magnetic field obtained by integration of depolarizing currents observed on sample 2NA at 4.2 K. The sample was poled at 1 T and then the field was swept to above 2.5 T or to zero. This yielded the two branches of polarization dependence on applied field.
7.6 Effect of annealing

7.6.1 NMR

To assess influence of annealing on actual distribution of Zn cations between S and T blocks compared $^{67}\text{Zn}$ and $^{57}\text{Fe}$ NMR spectra of “as grown” samples from the second batch and annealed parts of the samples, or when feasible, we compared spectra of reference and annealed parts.

The main focus was on $^{67}\text{Zn}$ spectra, since results of electronic structure calculations allowed us to interpret the lineshapes in terms of Zn distribution ($\gamma$ fraction), which was not true of the $^{57}\text{Fe}$ spectra.

Resulting $^{67}\text{Zn}$ spectra are in figure 7.12, $^{57}\text{Fe}$ spectra are in figure 7.13. One can see that there is no substantial change of lineshapes due to annealing. By comparison with calculated $^{67}\text{Zn}$ spectra 7.1 we estimated the $\gamma$ to be about 0.65.

Minor effects of annealing on $^{67}\text{Zn}$ and $^{57}\text{Fe}$ spectra indicate, that changes of microstructure induced by the annealing are of subtle character. The invariance of $^{67}\text{Zn}$ profile implies that gamma is not significantly altered by the annealing.
Figure 7.12: Comparison of $^{67}$Zn NMR spectra of annealed and as grown parts of $\text{Ba}_{0.5}\text{Sr}_{1.5}\text{Zn}_2\text{Y}$ single crystals from second batch. Spectra were recorded using tuned probehead.
Figure 7.13: Comparison of $^{57}$Fe NMR spectra of annealed and as grown parts of Ba$_{0.5}$Sr$_{1.5}$Zn$_2$Y single crystals from second batch. Spectra were recorded using tuned probehead.
7.6.2 ME properties

Apart from attempting to learn about influence of annealing on microstructure of samples from NMR we also studied its effect on their ME properties.

In table 7.6 are values of electrical polarization observed on all six samples. In general the annealing led to reduction of electric polarization of material by about 20%.

Next we performed magnetocapacitance experiments on all samples, typical data obtained on annealed and non-annealed parts of one sample are shown in figure 7.14, it can be seen that after annealing the ME peaks are more pronounced and observable up to room-temperatures.

From the magnetocapacitance data we determined ME phase diagrams of all samples, which together with results of polarization experiments are shown in figure 7.15. In general one can see, that after annealing the ME region is broadened and that its boundary shifts to zero magnetic field as temperature increases above 150K. We were able to observe the ME peaks at 300K for all annealed samples.

In figure 7.14 it can also be seen, that apparent sample capacity increases by several order of magnitude as temperature is raised from 4.2 K to 300 K. We calculated relative permittivities of all samples from their capacitances determined at 1 MHz in 1 T field at various temperatures – results are plotted in figure 7.16. It can be seen that all annealed samples follow the same dependence, as well as the non-annealed ones. We fitted the temperature dependences for samples 5A and 5NA with empirical relation:

$$\varepsilon_r(T) = ae^{-(T/T_0)^k}$$  \hspace{1cm} (7.4)

In case of sample 5NA the last two points (273 K and 300 K) were omitted from the fit. Fit results are shown in table 7.7. The observed increase of apparent permittivity is likely to be caused by increase of conductivity – the annealing has clearly reduced conductivity of the samples.
### 7.6. EFFECT OF ANNEALING

<table>
<thead>
<tr>
<th>Sample</th>
<th>$P$ (nC/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>inc.</td>
<td>dec.</td>
</tr>
<tr>
<td>1NA</td>
<td>13.3</td>
</tr>
<tr>
<td>1A</td>
<td>10.5</td>
</tr>
<tr>
<td>2NA</td>
<td>12.1</td>
</tr>
<tr>
<td>2A</td>
<td>10.5</td>
</tr>
<tr>
<td>5NA</td>
<td>16.7</td>
</tr>
<tr>
<td>5A</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Table 7.6: Electrical polarization observed on samples from second batch at 4.2K after poling. The inc. and dec. column charge observed when magnetic field was increased or decreased from its starting value of 1T.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$a$</th>
<th>$T_0$ (K)</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5A</td>
<td>27.8 ± 1.0</td>
<td>196.4 ± 2.2</td>
<td>2.71 ± 0.05</td>
</tr>
<tr>
<td>5NA</td>
<td>37 ± 4</td>
<td>115 ± 3</td>
<td>2.15 ± 0.06</td>
</tr>
</tbody>
</table>

Table 7.7: Parameters of empirical fits of temperature dependence of apparent sample permittivity.
Figure 7.14: Magnetocapcitance results obtained on samples 5A and 5NA at various temperatures in range 4.2–300 K (bottom to top). Data were obtained on raising magnetic field. Capacities were measured at 1 MHz.
Figure 7.15: Comparison of annealed (A) and reference (NA) parts of samples from second batch. Blue lines correspond to as-grown samples, red to annealed ones. On the left, there are phase diagrams determined from magnetocapacitance results, on the right, there are electric polarization data obtained at 4.2 K.
Figure 7.16: Temperature dependence of relative permittivities of all samples from second batch. The permittivities were measured at 1 MHz in 1 T magnetic field. Annealed samples are shown in red, non-annealed in blue. Lines correspond to fits of data on samples 5A and 5NA with empirical function 7.4, fit results are in table 7.7.
7.7 Summary

We were able to observe $^{57}$Fe and $^{67}$Zn NMR signals in samples of Ba$_{2-x}$Sr$_x$Zn$_2$Y hexaferrites and to partially interpret them. Upon annealing the spectra of magnetoelectric Ba$_{0.5}$Sr$_{1.5}$Zn$_2$Y were not significantly altered thus indicating that there were only minor changes of Zn distribution.

In ME experiments on Ba$_{0.5}$Sr$_{1.5}$Zn$_2$Y we observed electrical polarization dependent on magnetic field at 4.2K and constructed ME phase diagrams based on magnetocapacitance experiments. Annealing improved range of magnetic fields and temperatures in which magnetocapacitance was observable, most importantly in annealed samples we were able to observe the magnetocapacitance effect at room temperature. The annealing also lowers maximum electrical polarization of samples by about 20%.

The magnetoelectric phase perishes in high magnetic fields, however the high field phase retains information on polarization orientation in fields up to 8 T.
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Chapter 8

Satellite patterns in NMR spectra of M ferrite

As we studied various substituted M type systems, in this chapter we will present theoretical considerations on effect of substitution on $^{57}$Fe NMR in M ferrite.

8.1 Mechanisms of satellite formation

Substitution atoms alter local fields on nuclei in their vicinity, resonance of these nuclei appears at shifted frequencies – satellite lines are formed in NMR spectrum. The observed $^{57}$Fe NMR shifts in magnetic oxides, are up to few MHz. There are three main mechanisms of the local field alteration: the substitution atom changes transferred hyperfine fields on nuclei of its neighbors, exchange interactions with its neighbors (which in the end alters on-site components of hyperfine fields of its neighbors) and generates different dipolar magnetic field on its neighbor sites. Apart from this one can consider second order effects – substitution alters properties of its neighbor and the altered neighbor acts on its neighbors.

In case of more than one substitution atoms in vicinity of resonant nucleus one can use the additivity hypothesis [67] which assumes that changes to local field on resonant nucleus due to substitution atoms at different positions are approximately additive. A sketch of NMR satellite pattern formed from originally single resonance line due to substitution entering sites in vicinity of the resonant site is shown in figure 8.1.

Effect of substitution on transferred hyperfine fields cannot be predicted with reasonable accuracy. The mechanisms in question are quite complex and use of electronic structure calculations is inevitable, however, the effect is of
Figure 8.1: Sketch of NMR spectrum influenced by substitution. A resonant site (black circle) has three equivalent nearest neighbors which can be occupied by substitution atom (red ring) or original atom (blue circle). Four resonance lines (black triangles) corresponding to four possibilities (0–3 nearest neighbors being substituted) are observed. The lines are approximately equidistant as predicted by additivity hypothesis. Intensities of lines are proportional to number of realizations of corresponding variants of nn arrangement within studied sample.

size comparable to error of present electronic structure calculations even after the semi-empirical correction [52].

Alteration of exchange interactions gains importance as temperature is increased towards ordering temperature of studied material. Hyperfine component of local field on nucleus is proportional to mean magnetic moment of its ion, change of the moment can be observed as a shift of resonance frequency. In general alteration of exchange interactions results in different mean magnetic moment of the ion, however at low temperatures \( T \ll T_c \) the mean moments are nearly saturated and are not expected to be much sensitive to variation of exchange field.

The dipole contribution (change of \( B_{\text{lat}} \) due to substitution) is the only one, which is straightforward to quantify. It can be estimated by placing an effective magnetic moment on position of the substituted ion and calculating magnetic field generated by the dipole. We will consider only collinear magnetic order with moments parallel with hexagonal axis. Magnitude and orientation of the moment should be such that the added moment combined with moment of original ion yields magnetic moment of the substitution. The
resulting resonance frequency of $^{57}$Fe is given only by magnitude of local field. The dipole fields are in order of tenths of Tesla, hence one can estimate the frequency shift as proportional to component of dipole field parallel with total magnetization:

$$\Delta f = \pm \frac{\gamma_{Fe} \mu_0 m}{2\pi 4\pi r^3} (3\cos^2 \theta - 1)$$  \hspace{1cm} (8.1)

where $\mu_0$ is permeability of vacuum, $m$ effective magnetic moment of substitution, $r$ distance from substitution to resonant nucleus and $\theta$ angle between vector connecting the substitution with resonant nucleus and direction of magnetization. In case of nonmagnetic substitution for ferric cation the magnetic moment is $5\mu_B$ oriented antiparallel with moment of substituted ion. Sign of the shift depends on mutual orientation of effective magnetic moment of substitution and of local magnetic field on resonant nucleus (which is antiparallel with magnetic moment of the ferric ion the nucleus is in), the positive sign corresponds to effective magnetic moment being parallel with the local magnetic field.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.2.png}
\caption{Angular dependence of dipole contribution to $^{57}$Fe NMR frequency shifts induced by substitution atom with effective moment $5\mu_B$ (nonmagnetic substitution for ferric ion) oriented parallel with effective field on resonant nucleus (equation 8.1). The dependence is plotted for four typical distances between ferric nearest neighbors in M–type hexaferrite.}
\end{figure}
8.2 Calculation of satellite pattern intensities

While in general it is not possible to predict positions (shifts) of satellite lines, mainly due to unknown contribution of transferred hyperfine fields, relative intensities of satellite lines can be estimated with much greater confidence. Intensity of a satellite is proportional to number of positions in sample with the corresponding defect pattern in their vicinity. It is then possible to calculate relative intensities of satellites for a given model of distribution of substitution atoms within the sample. As content of substitution increases, not only the intensity of satellites increases, but simultaneously intensity of the main line drops as total intensity of resonance coming from the affected sublattice is constant (or lowers when the substitution enters the affected sublattice). Of course, positions of main line and satellite lines do vary with substitution content as overall character of material changes, and the widths tend to increase (due to combined effect of substitution atoms further away of resonant nucleus on local field).

In following we will calculate expected relative intensities of satellite lines induced by substitution with content \( x \) in M–type ferrite: \( \text{A}_{1-x}\text{B}_{1-x}\text{Fe}_{12}\text{O}_{19} \) (substitution on large cation site) or \( \text{AF}_{12-x}\text{M}_x\text{O}_{19} \) (substitution on small cation site). In case of small cation substitution we will assume, that the substitution has a strong preference to one of five small cation sites. We will limit the analysis to nearest neighbor (nn) effects only (distance between substituted and resonant site below 4 Å). We will also assume that distribution of substitution is “random”, i.e. probability of occupation of a site within selected sublattice by substitution is independent of occupation state of remaining sites. The procedure is following:

1. The substitution enters site \( sS \) where \( s \) is multiplicity and \( S \) type of the site (e.g. for \( 12k \), \( s = 12 \), \( S = k \)). The satellites will be observed on resonances of nearest neighbors of the site \( sS \): the \( n_iN_i \) sites (\( n_i \) is multiplicity and \( N_i \) type of the site), there are several types of nn sites (hence the index \( i \)), each of them is to be analyzed separately.

2. For a particular \( nN \) site (particular \( i \)), find the \( t \) nearest neighbors of \( sS \) type. These nsns will generate at least \( t \) satellite lines depending on number of sites occupied by substitution atoms (not all of them are necessarily found in experiment, typically due to low intensity or overlap with another lines).

3. Relative intensities of lines are given by probabilities of finding \( q \in \{0, 1, ..., t\} \) substitution atoms in vicinity of resonant nucleus. To
estimate the probabilities \( p(q) \) we use binomial distribution:

\[
p(q) = \binom{t}{q} \left( \frac{2x}{s} \right)^q \left( 1 - \frac{2x}{s} \right)^{t-q}
\]

(8.2)

where \( x \) is content of substitution, \( p(0) \) corresponds to intensity of the main line \((I_0)\) and \( p(1, 2, \ldots t) \) to intensities of satellites \((I_{1,2,\ldots t})\).

4. For each \( 0 < q < t \) there may be several groups of magnetically inequivalent patterns of \( q \) substitution atoms distributed amongst the \( t \) sites of \( S \) type. Each of the patterns generates its own satellite line and the \( p(q) \) corresponds sum of their intensities. Relative intensities of these satellite lines are proportional to numbers of possible realizations of each pattern. In considerations of magnetic equivalency we will assume that magnetic moments are parallel with hexagonal axis.

We use normalization of \(^{57}\text{Fe} \) NMR intensity in which the whole spectrum has intensity equal to number of ferric ions in formula unit, i.e. in pure \( M \) compound with trivalent large cation the total intensity of \(^{57}\text{Fe} \) NMR spectrum is 12 and intensities of subspectra of individual sublattices are:

\[
I_{tot}^{nN} = \frac{n}{2}
\]

(8.3)

If substitution enters the resonant sublattice, the total intensity needs to be reduced to:

\[
I_{tot}^{nN} = \frac{n}{2} - x
\]

(8.4)

as resonant \(^{57}\text{Fe} \) nuclei in the sublattice are diluted by the substitution atoms.

For intensities of resonance lines we get:

\[
I_q^{nN} = I_{tot}^{nN} p(q)
\]

(8.5)

In doubly substituted samples, the situation is more complex. If substitution contents are small (hence most NMR intensity stays in main lines) the resulting pattern can be estimated as average of patterns expected for individual substitutions (since cases when resonant nuclei have two different substitution atoms in vicinity are not very frequent). As the content increases, new satellites emerge, these are generated by nuclei with both kinds of substitution atoms in their vicinity. In such case it is practical to first calculate expected pattern generated by substitution which has stronger effect on particular resonant sublattice (it draws more intensity from the main lines) and then consider each of found lines as a main line to be split into satellite sub-pattern by the second substitution (this is analogous to point 4 of the above procedure where
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intensity is divided between several inequivalent configurations of substitution atoms).

When substitution has no strong preference towards one sublattice but to two or more, it is analogous to simultaneous substitution with two (or more) virtual species with strong preferences towards the sublattices that the actual substitution enters. One can proceed in similar manner as in case of doubly substituted material, the main difference is, that contents of the virtual substitutions are not known – one knows only the sum (content of the real substitution) and its distribution amongst the virtual substitutions is parameter of model and can only be found by comparison with experiment.

In next two sections we will calculate expected schemes and intensities of satellite patterns for substitution contents relevant for systems discussed in following chapters.

8.3 Substitution on large cation site

The $2d$ large cation site has three types of nearest neighbor small cation sites: three $2b$ sites, six $4f_{VI}$ sites and six $12k$ sites. Satellites on $^{57}$Fe NMR lines can be expected when there is substitution on large cation site, i.e. in M type structure with formula $A_{1-x}B_xFe_{12}O_{19}$ where $A$ and $B$ are large atoms (e.g. Sr and Pb) and $x$ is content of substitution $B$.

A $12k$ site has only one nearest neighbor $2d$ site, hence one satellite line with intensity $I_1 = 6x$ can be expected and intensity of main $12k$ line should drop with increasing content of substitution as: $I_0 = 6 - 6x$.

A $2b$ site has three equivalent nn $2d$ sites, hence up to three satellites corresponding to 1–3 substitution atoms in vicinity of resonant nucleus can be formed, their intensities are in table 8.1.

A $4f_{VI}$ site has also three nn $2d$ sites, hence situation is analogous to that of $2b$ resonance, only difference is that multiplicity of the $4f_{VI}$ sublattice is double of that of $2b$, hence table 8.1 can be used, only the intensities listed there need to be doubled.
8.4 Substitution on small cation sites

In this section we deal with satellite patterns in system with general formula: AFe_{12-x}M_xO_{12}, where A is large cation, M is substitution atom and x is content of substitution. We will deal with five cases of substitution having strong preference towards entering one of five small cation sites in M structure.

To find which sublattices are to be affected by substitution entering selected sublattice we constructed lists of nearest neighbors within small cation sites – resonance lines of sites adjacent to substituted ones are expected to form satellite patterns. The lists are in table 8.2.

<table>
<thead>
<tr>
<th>y</th>
<th>substituted 2d mn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.21</td>
<td>0.49</td>
</tr>
<tr>
<td>0.25</td>
<td>0.42</td>
</tr>
<tr>
<td>0.50</td>
<td>0.13</td>
</tr>
<tr>
<td>0.75</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 8.1: Intensities of 2b lines in case of substitution entering the 2d sublattice for various contents of substitution x. Total intensity of 2b resonance is set to 1. The table can also be used for satellite pattern generated on 4f_{V1} resonance, only the intensities should be doubled.
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<table>
<thead>
<tr>
<th>site</th>
<th>nearest neighbors</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>6 12k 3.059Å 4fIV</td>
<td>6 12k 3.455Å</td>
<td></td>
</tr>
<tr>
<td>2b</td>
<td>6 4fVI 3.657Å 6 12k 3.660Å</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4fIV</td>
<td>3 2a 3.455Å 6 12k 3.504Å 12k 3.576Å 3 4fIV 3.622Å 4fVI 3.783Å</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4fVI</td>
<td>1 4fVI 2.705Å 6 12k 3.491Å 12k 3.657Å 2b 3.783Å</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12k</td>
<td>2 12k 2.907Å 2 12k 2.977Å 1 2a 3.059Å 1 4fVI 3.491Å 2 4fIV 3.504Å 1 4fIV 3.576Å 2b 3.660Å</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.2: Lists of nearest neighbors within set of small cation sites in SrM. First row of each entry gives number of, second row type of, and third row distance to equivalent nearest neighbor sites.

8.4.1 Substitution in 2a

A 2a site has six 12k nearest neighbors and six 4fIV nn, hence if substitution atom enters the 2a sublattice, its effect should be observable on satellite patterns of 12k and 4fIV lines.

A 12k site has only one 2a type nn – we can expect one satellite line with intensity $I_1 = \frac{n_1}{2} p(1) = 6x$ and main 12k line with intensity $I_0 = 6(1 - x)$.

A 4fIV site has three equivalent 2a nn, hence three satellite lines corresponding to 1, 2 and 3 substitution atoms in vicinity of a 4fIV site can be expected. Intensities of the lines are in table 8.3.
8.4. SUBSTITUTION ON SMALL CATION SITES

<table>
<thead>
<tr>
<th>$4f_{IV}$ resonance</th>
<th>$x$</th>
<th>substituted $2a$ nn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0.06</td>
<td>1.66</td>
<td>0.32</td>
</tr>
<tr>
<td>0.20</td>
<td>1.02</td>
<td>0.77</td>
</tr>
<tr>
<td>0.21</td>
<td>0.99</td>
<td>0.79</td>
</tr>
<tr>
<td>0.25</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>0.30</td>
<td>0.69</td>
<td>0.88</td>
</tr>
<tr>
<td>0.35</td>
<td>0.55</td>
<td>0.89</td>
</tr>
<tr>
<td>0.40</td>
<td>0.43</td>
<td>0.86</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>0.75</td>
<td>0.03</td>
<td>0.28</td>
</tr>
<tr>
<td>1.00</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 8.3: Intensities of $4f_{IV}$ lines in case of substitution entering the $2a$ sublattice for various contents of substitution $x$. Total intensity of $4f_{IV}$ resonance is set to 2. The table is also valid for satellite pattern generated on $4f_{VI}$ resonance by substitution entering $2b$ sublattice.

8.4.2 Substitution in $2b$

If substitution enters the $2b$ sublattice, situation is analogous to that of substitution entering the $2a$. Satellites are expectable on $12k$ and $4f_{VI}$ lines, numbers of nearest neighbors are the same as in $2a$ case. We can again expect one satellite on $12k$ resonance and up to three on $4f_{VI}$ line, intensities are given by the same formulae (in case of $4f_{VI}$ resonance the table 8.3 can be used).

8.4.3 Substitution in $4f_{IV}$

Nearest neighbors of a $4f_{IV}$ site are three $2a$ sites, nine $12k$ sites, three $4f_{IV}$ sites and one $4f_{VI}$ site. The $12k$ type nn consist of two groups of equivalent sites of three and six members.

A $2a$ site has six equivalent nn of $4f_{IV}$ type, expected intensities of $2a$ resonances are in table 8.4

A $12k$ site has three nn of $4f_{IV}$ type, one is approximately above or bellow (the “up” direction being parallel with hexagonal axis) the site, the other two are rather sideways from the site, i.e. there are two magnetically inequivalent types of $4f_{IV}$ neighbors.

Intensities of resonance lines corresponding to 0–3 substitution atoms entering the three $4f_{IV}$ adjacent to a $12k$ site are given in table 8.5. As the $4f_{IV}$ sites are not equivalent (with respect to particular $12k$ site), the satellite lines
2α resonance

<table>
<thead>
<tr>
<th>x</th>
<th>substituted 4f_{IV} mn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.06</td>
<td>0.83</td>
</tr>
<tr>
<td>0.20</td>
<td>0.53</td>
</tr>
<tr>
<td>0.21</td>
<td>0.51</td>
</tr>
<tr>
<td>0.25</td>
<td>0.45</td>
</tr>
<tr>
<td>0.30</td>
<td>0.38</td>
</tr>
<tr>
<td>0.35</td>
<td>0.32</td>
</tr>
<tr>
<td>0.40</td>
<td>0.26</td>
</tr>
<tr>
<td>0.50</td>
<td>0.18</td>
</tr>
<tr>
<td>0.75</td>
<td>0.06</td>
</tr>
<tr>
<td>1.00</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 8.4: Intensities of 2α resonance in case of substitution entering 4f_{IV} sublattice calculated for various contents of substitution x. Total intensity of 2α resonance is normalized to 1, only intensities greater than 0.005 are shown. This table is also valid for influence of substitution on 4f_{VI} site influencing 2b resonance in scenario when there is no correlation in occupation of 4f_{VI} sites.

12k resonance

<table>
<thead>
<tr>
<th>x</th>
<th>substituted 4f_{IV} mn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.06</td>
<td>5.48</td>
</tr>
<tr>
<td>0.20</td>
<td>4.37</td>
</tr>
<tr>
<td>0.21</td>
<td>4.30</td>
</tr>
<tr>
<td>0.25</td>
<td>4.02</td>
</tr>
<tr>
<td>0.30</td>
<td>3.68</td>
</tr>
<tr>
<td>0.35</td>
<td>3.37</td>
</tr>
<tr>
<td>0.40</td>
<td>3.07</td>
</tr>
<tr>
<td>0.50</td>
<td>2.53</td>
</tr>
<tr>
<td>0.75</td>
<td>1.46</td>
</tr>
<tr>
<td>1.00</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 8.5: Intensities of 12k lines in case of substitution entering the 4f_{IV} sublattice for various contents of substitution x. Total intensity of 12k resonance is normalized to 6. In cases of one and two substitution atoms in vicinity of resonant nucleus the intensity of satellite is divided in ratio 1:2 between satellite lines corresponding to inequivalent distribution of substitution atoms amongst the three 4f_{IV} sites in vicinity of resonant 12k site.
corresponding to one and two substitution atoms next to a $12k$ site can be split in ratio 2 : 1, in case of 1 substitution atom the weaker line corresponds to substitution in site “above” the resonant $12k$, and the stronger to substitution in one of $4f_{IV}$ the remaining two sites. In case of two substitution atoms, the stronger line corresponds to the site above being one of the ones occupied by substitution and the weaker to it being occupied by iron.

Next one can observe effect of substitution entering $4f_{IV}$ sublattice on $4f_{IV}$ resonance itself as any $4f_{IV}$ site has three equivalent nn of the same type. Apart from emergence of satellite lines, intensity of whole $4f_{IV}$ resonance pattern should be lowered by substitution atoms (equation 8.4). Expected intensities of $4f_{IV}$ resonance lines are in table 8.6.

Finally the $4f_{VI}$ resonance should be influenced, each $4f_{VI}$ site has one $4f_{IV}$ nn – one satellite line with intensity $I_1 = x$ can be expected, intensity of main $4f_{VI}$ line should be lowered to $I_0 = 2 - x$. 
Table 8.6: Intensities of $4f_{IV}$ lines in case of substitution entering the $4f_{IV}$ sub-lattice for various contents of substitution $x$. Total intensity of $4f_{IV}$ resonance is normalized to $2 - x$. 

<table>
<thead>
<tr>
<th>$x$</th>
<th>substituted $4f_{IV}$ nn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.06</td>
<td>1.77</td>
</tr>
<tr>
<td>0.20</td>
<td>1.31</td>
</tr>
<tr>
<td>0.21</td>
<td>1.28</td>
</tr>
<tr>
<td>0.25</td>
<td>1.17</td>
</tr>
<tr>
<td>0.30</td>
<td>1.04</td>
</tr>
<tr>
<td>0.35</td>
<td>0.93</td>
</tr>
<tr>
<td>0.40</td>
<td>0.82</td>
</tr>
<tr>
<td>0.50</td>
<td>0.63</td>
</tr>
<tr>
<td>0.75</td>
<td>0.31</td>
</tr>
<tr>
<td>1.00</td>
<td>0.13</td>
</tr>
</tbody>
</table>
8.4.4  Substitution in $4f_{VI}$

Nearest neighbors of a $4f_{VI}$ site are one $4f_{VI}$ site, six equivalent $12k$ sites, three equivalent $2b$ sites and one $4f_{IV}$ site. The $4f_{VI}$ sites come in pairs where the sites are only about 2.7Å apart, it is then worth considering also possibilities that substitution has strong preference toward occupying only one site of a pair or contrary that there is a strong preference towards occupation of both sites simultaneously.

Effect of substitution entering $4f_{VI}$ sublattice on $4f_{VI}$ resonance should be reduction of total $4f_{VI}$ intensity to $I_{\text{tot}} = 2 - x$ and formation of satellite line corresponding to the nearest neighbor $4f_{VI}$ site occupied by substitution atom. In case of random distribution of substitution over $4f_{VI}$ sublattice should intensity of the satellite be $I_1 = x - x^2/2$ and intensity of the main line $I_0 = 2 - 2x + x^2/2$. Terms $x^2/2$ correspond to occurrence of two adjacent $4f_{VI}$ sites occupied by substitution atom simultaneously. If we assume strong tendency towards occupation of only one site in a pair, the $x^2/2$ terms should be omitted. If on the other hand there is a strong preference to occupying both sites in a $4f_{VI}$ pair simultaneously, the satellite is not formed and only effect of substitution is reduction of $4f_{VI}$ main line intensity to $I_{\text{tot}} = 2 - x$.

A $12k$ site has two nearest neighbors of $4f_{VI}$ type, a preference or disfavor towards occupation of both adjacent $4f_{VI}$ sites should have no significant effect on intensities of satellites structure induced on $12k$ resonance. Expected intensities of $12k$ lines are in table 8.7

A $2b$ site has six nearest neighbors of $4f_{VI}$ type, which can be broken up into three equivalent pairs. In case that substitution avoids entering both sites of a pair simultaneously, we can assume that there are three equivalent sites for substitution to enter in vicinity of any $2b$ site, multiplicity of these sites is then 2. The expected intensities of $2b$ resonances are in table 8.8. If substitution strongly prefers to enter both adjacent $4f_{VI}$ sites simultaneously its content is effectively reduced to half of its value, $2b$ resonance intensities for this case are in table 8.9. If the substitution has neither preference nor disfavor towards entering both sites simultaneously (i.e. it occupies all six sites with the same probability regardless of state of next $4f_{VI}$ in the pair), the situation is analogous to that of influence of substitution on $4f_{IV}$ site affecting $2a$ resonance and table 8.4 should be used.

Finally the $4f_{IV}$ resonance should be influenced, each $4f_{IV}$ site has one $4f_{VI}$ nearest neighbor – one satellite line with intensity $I_1 = x$ can be expected, intensity of main $4f_{IV}$ line should be lowered to $I_0 = 2 - x$. 

### 12k resonance

<table>
<thead>
<tr>
<th>$x$</th>
<th>substituted $4f_{VI}$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.06</td>
<td>5.65</td>
</tr>
<tr>
<td>0.20</td>
<td>4.86</td>
</tr>
<tr>
<td>0.21</td>
<td>4.81</td>
</tr>
<tr>
<td>0.25</td>
<td>4.59</td>
</tr>
<tr>
<td>0.30</td>
<td>4.34</td>
</tr>
<tr>
<td>0.35</td>
<td>4.08</td>
</tr>
<tr>
<td>0.40</td>
<td>3.84</td>
</tr>
<tr>
<td>0.50</td>
<td>3.38</td>
</tr>
<tr>
<td>0.75</td>
<td>2.34</td>
</tr>
<tr>
<td>1.00</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Table 8.7: Intensities of 12k lines in case of substitution entering the $4f_{VI}$ sublattice for various contents of substitution $x$. Total intensity of 12k resonance is set to 6.

### 2b resonance

<table>
<thead>
<tr>
<th>$x$</th>
<th>substituted $4f_{VI}$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.06</td>
<td>0.83</td>
</tr>
<tr>
<td>0.20</td>
<td>0.51</td>
</tr>
<tr>
<td>0.21</td>
<td>0.49</td>
</tr>
<tr>
<td>0.25</td>
<td>0.42</td>
</tr>
<tr>
<td>0.30</td>
<td>0.34</td>
</tr>
<tr>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>0.40</td>
<td>0.22</td>
</tr>
<tr>
<td>0.50</td>
<td>0.13</td>
</tr>
<tr>
<td>0.75</td>
<td>0.02</td>
</tr>
<tr>
<td>1.00</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 8.8: Intensities of 2b lines in case of substitution entering the $4f_{VI}$ sublattice for various contents of substitution $x$ assuming that substitution does not enter both sites in any $f_{VI}$ pair simultaneously. Total intensity of 2b resonance is set to 1.
8.4. SUBSTITUTION ON SMALL CATION SITES

<table>
<thead>
<tr>
<th>(x)</th>
<th>substituted 4(f_{\text{VI}}) nn</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06</td>
<td>0.91 0.08  –  –</td>
</tr>
<tr>
<td>0.20</td>
<td>0.73 0.24 0.03  –</td>
</tr>
<tr>
<td>0.21</td>
<td>0.72 0.25 0.03  –</td>
</tr>
<tr>
<td>0.25</td>
<td>0.67 0.29 0.04  –</td>
</tr>
<tr>
<td>0.30</td>
<td>0.61 0.33 0.06  –</td>
</tr>
<tr>
<td>0.35</td>
<td>0.56 0.36 0.08 0.01</td>
</tr>
<tr>
<td>0.40</td>
<td>0.51 0.38 0.10 0.01</td>
</tr>
<tr>
<td>0.50</td>
<td>0.42 0.42 0.14 0.02</td>
</tr>
<tr>
<td>0.75</td>
<td>0.24 0.44 0.26 0.05</td>
</tr>
<tr>
<td>1.00</td>
<td>0.13 0.38 0.38 0.13</td>
</tr>
</tbody>
</table>

Table 8.9: Intensities of 2\(b\) lines in case of substitution entering the 4\(f_{\text{VI}}\) sublattice for various contents of substitution \(x\) assuming that substitution does preferentially enter both sites in a \(f_{\text{VI}}\) pair simultaneously. Total intensity of 2\(b\) resonance is set to 1.

8.4.5 Substitution in 12\(k\)

A 12\(k\) site has four nearly equivalent nn of 12\(k\) type (this are two pairs of equivalent sites), one 2\(a\) nn, two equivalent 4\(f_{\text{VI}}\) nn, three 4\(f_{\text{IV}}\) nn, two of which are equivalent and finally one 2\(b\) nn.

Intensities of satellite pattern on 12\(k\) resonance induced by substitution entering 12\(k\) sublattice are in table 8.10, the intensities were calculated under assumption that all four 12\(k\) nn of a 12\(k\) site are equivalent.

Influence of substitution entering 12\(k\) sublattice on resonances of 2\(a\) and 2\(b\) sublattices is the same (in terms of satellite pattern intensities, positions of resonances do of course differ) as any site of this type has six equivalent 12\(k\) nearest neighbors. Intensities of satellite patterns are in table 8.11.

Effect on 4\(f_{\text{VI}}\) resonance is very similar to that on 2\(a\) and 2\(b\), again the 4\(f_{\text{VI}}\) has six equivalent 12\(k\) nn, the only difference is, that multiplicity of resonance site is now four, hence intensities of satellite patterns are doubled, the calculated intensities are listed in table 8.12.

Last remaining is the resonance of 4\(f_{\text{IV}}\) sites. A 4\(f_{\text{IV}}\) site has six equivalent 12\(k\) neighbors approximately in directions within hexagonal plane and another three approximately in direction of hexagonal axis – this two groups cannot be considered as nearly equivalent. Despite this, we calculated intensities of satellite patterns as if all nine 12\(k\) sites in vicinity of resonant 4\(f_{\text{IV}}\) site were equivalent, the results are in table 8.13.
### Chapter 8. Satellite Patterns in M Ferrite Spectra

#### Table 8.10: Intensities of $12k$ lines in case of substitution entering $12k$ sublattice calculated for various contents of substitution $x$. Total intensity of $12k$ resonance is set to $6 - x$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>substituted $12k$ nn</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>0.06</td>
<td>5.71</td>
<td>0.23</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.20</td>
<td>5.06</td>
<td>0.70</td>
<td>0.04</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.21</td>
<td>5.02</td>
<td>0.73</td>
<td>0.04</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.25</td>
<td>4.85</td>
<td>0.84</td>
<td>0.06</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.30</td>
<td>4.64</td>
<td>0.98</td>
<td>0.08</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.35</td>
<td>4.44</td>
<td>1.11</td>
<td>0.10</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.40</td>
<td>4.25</td>
<td>1.21</td>
<td>0.13</td>
<td>0.01</td>
<td>–</td>
</tr>
<tr>
<td>0.50</td>
<td>3.88</td>
<td>1.41</td>
<td>0.19</td>
<td>0.01</td>
<td>–</td>
</tr>
<tr>
<td>0.75</td>
<td>3.08</td>
<td>1.76</td>
<td>0.38</td>
<td>0.04</td>
<td>–</td>
</tr>
<tr>
<td>1.00</td>
<td>2.41</td>
<td>1.93</td>
<td>0.58</td>
<td>0.08</td>
<td>–</td>
</tr>
</tbody>
</table>

#### Table 8.11: Intensities of $2a$ or $2b$ lines in case of substitution entering $12k$ sublattice calculated for various contents of substitution $x$. Total intensity of $2a$ or $2b$ resonance is set to $1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>substituted $12k$ nn</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>0.06</td>
<td>0.94</td>
<td>0.06</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.20</td>
<td>0.82</td>
<td>0.17</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.21</td>
<td>0.81</td>
<td>0.18</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.25</td>
<td>0.77</td>
<td>0.20</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.30</td>
<td>0.74</td>
<td>0.23</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.35</td>
<td>0.70</td>
<td>0.26</td>
<td>0.04</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.40</td>
<td>0.66</td>
<td>0.28</td>
<td>0.05</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.50</td>
<td>0.59</td>
<td>0.32</td>
<td>0.07</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.75</td>
<td>0.45</td>
<td>0.38</td>
<td>0.14</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.00</td>
<td>0.33</td>
<td>0.40</td>
<td>0.20</td>
<td>0.05</td>
<td>0.01</td>
<td>–</td>
</tr>
</tbody>
</table>
8.4. SUBSTITUTION ON SMALL CATION SITES

Table 8.12: Intensities of $4f_{VI}$ lines in case of substitution entering $12k$ sublattice calculated for various contents of substitution $x$. Total intensity of $4f_{VI}$ resonance is set to 2.

<table>
<thead>
<tr>
<th>$x$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06</td>
<td>1.88</td>
<td>0.11</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.20</td>
<td>1.63</td>
<td>0.34</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.21</td>
<td>1.62</td>
<td>0.35</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.25</td>
<td>1.55</td>
<td>0.40</td>
<td>0.04</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.30</td>
<td>1.47</td>
<td>0.46</td>
<td>0.06</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.35</td>
<td>1.39</td>
<td>0.52</td>
<td>0.08</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.40</td>
<td>1.32</td>
<td>0.57</td>
<td>0.10</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.50</td>
<td>1.19</td>
<td>0.65</td>
<td>0.15</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.75</td>
<td>0.90</td>
<td>0.77</td>
<td>0.27</td>
<td>0.05</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.00</td>
<td>0.67</td>
<td>0.80</td>
<td>0.40</td>
<td>0.11</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

As one can see, substantial intensities are expected only for 0–3 nn $12k$ sites being occupied by substitution atom. If none of the nn sites is occupied we get single (main) line. If one is occupied there is $2/3$ probability that the substitution is in one of six equivalent sites and $1/3$ probability, that it is in one of three remaining equivalent sites, hence the intensity corresponding to 1 nn substitution atom is split in ratio 1:2 between satellites corresponding to this two configurations. If two of the nine $12k$ sites are occupied, we can analogously expect three satellites with intensities 5:3:1 corresponding to both one and none substitution atoms entering the six member group of equivalent nn $12k$ sites. Finally, if three substitution atoms are in the nn sites, four satellites with ratio of intensities 20:15:6:1 can be expected, and again intensity of satellite increases with number of substitution atoms in the six member group.
### 8.5 Summary

We discussed impact of cation substitution in M type hexaferrite on its $^{57}\text{Fe}$ NMR spectra, namely on number and relative intensities of expected satellite lines. These results will be used in following chapters for analysis of experimental $^{57}\text{Fe}$ NMR spectra.

<table>
<thead>
<tr>
<th>$x$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06</td>
<td>1.83</td>
<td>0.17</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.20</td>
<td>1.47</td>
<td>0.46</td>
<td>0.06</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.21</td>
<td>1.45</td>
<td>0.47</td>
<td>0.07</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.25</td>
<td>1.36</td>
<td>0.53</td>
<td>0.09</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.30</td>
<td>1.26</td>
<td>0.60</td>
<td>0.13</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.35</td>
<td>1.16</td>
<td>0.65</td>
<td>0.16</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.40</td>
<td>1.07</td>
<td>0.69</td>
<td>0.20</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.50</td>
<td>0.91</td>
<td>0.75</td>
<td>0.27</td>
<td>0.06</td>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.75</td>
<td>0.60</td>
<td>0.77</td>
<td>0.44</td>
<td>0.15</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.00</td>
<td>0.39</td>
<td>0.70</td>
<td>0.56</td>
<td>0.26</td>
<td>0.08</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 8.13: Intensities of $4f_{IV}$ lines in case of substitution entering $12k$ sublattice calculated for various contents of substitution $x$. Total intensity of $4f_{VI}$ resonance is set to 2.
Chapter 9
Sc doped BaM spheres

9.1 Introduction
We measured spectra and relaxation times of $^{57}$Fe NMR at 4.2K in zero external magnetic field in small Sc doped BaM hexaferrite (BaFe$_{12-x}$Sc$_x$O$_{19}$) spheres fabricated out of crystals much larger than the spheres. Primal reason for this study was observed dependence of FMR linewidth of the spheres on position of the sphere material within the original crystal (for sample notation and FMR linewidths see table 9.2). If the FMR linewidth dependence was due to changing concentration of Sc or a contaminant (if present) throughout the original crystal, there should be corresponding variation of spectra and relaxation times $T_1$ as well.

9.2 Samples
Two kinds of Sc substituted BaM sample series were studied: T–V14 and V24.

The T–V14 ($x_{Sc} = 0.2$) crystals were grown on a $[2 \ 1 \ 1 \ 0]$ oriented Ba–hexaferrite seed by a TSSG growth technique using the slow-cooling method. The V24 crystals ($x_{Sc} = 0.3$) were grown by spontaneous nucleation of hexaferrite crystals at the crucible bottom by the slow-cooling method.

The crystal T–V14 was cut parallel to the hexagonal (0 0 0 1) plane. From the centre (seed region) to the crystal boundaries (facets) nine slices have been cut. Slice no. 9 was the outermost slice (facet) and slice no. 2 the innermost slice (seed). The slices were approximately 0.75 mm thick and the thickness of the cutting blade was 0.5 mm. Spheres with diameter 330 µm were cut were cut from the layers.

In case of spheres fabricated out of V24 crystal, the original position of sphere within parent crystal was not specified, however the two spheres differed
significantly in FMR linewidths.

In addition to samples prepared in form of spheres we studied T–V13 \( (x_{\text{Sc}} = 0.06) \) crystal grown TSSG technique using the slow-cooling method. This crystal was used to obtain spectra of material with lower \( x_{\text{Sc}} \) than that of T–V14 and V24 samples, relaxations were not studied on this sample.

The samples were prepared by C. Dubs from Innovent e.V. Jena.

9.3 Experimental

Spheres were oriented with easy axis approximately perpendicular to direction of rf field, this configuration should yield strongest signal from magnetic domains.

Longitudinal relaxation \( T_1 \) was measured by modified inversion recovery pulse sequence (figure 5.2). The observed echo was Fourier-transformed and amplitude of the transform at excitation frequency was evaluated.

The relaxation delay was swept from tens of \( \mu s \) to about half a second, time from the \( \pi/2 \) pulse to echo was 40 \( \mu s \). The repetition times used for inversion recovery experiments are in tab 9.1. Typically about 1000 scans were sufficient to obtain good S/N for lines 12k, 4f_{IV}, 2a and 4f_{VI}, in case of 2b line tens of thousands had to be used – to achieve this in reasonable time number of different relaxation delays had to be severely reduced (from typical 30 to about 10).

The transversal relaxation time \( T_2 \) was measured by the CPMG pulse sequence (figure 5.1). For evaluation of the \( T_2 \) relaxation we used time domain data (i.e. the signal was not Fourier transformed), namely amplitude of spin echo (its maximum) as a function of time from the beginning of pulse sequence. Typical separation of \( \pi \) pulses was about 200 \( \mu s \).

9.4 Results

9.4.1 Relaxations

The observed relaxation decays (both \( T_1 \) and \( T_2 \)) could not be well described by single-exponential decay, to deal with this we employed a stretched exponential function [68]:

\[
A = A_0 e^{-\left(t/\tau_0\right)^\beta}, \quad 0 < \beta \leq 1
\]  

(9.1)

The \( \tau \) parameter stands for relaxation time \( T_1 \) or \( T_2 \). In this decay there is an underlying distribution \( f(\tau) \) of relaxation times \( \tau \) to which correspond single-exponential decays \( a \sim e^{-t/\tau} \). Mean relaxation time is defined as first
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moment of relaxation time distribution. While the $f(\tau)$ corresponding to decay described by equation 9.1 is quite complex, the mean relaxation time can be expressed as:

$$\langle \tau \rangle = \tau_0 \Gamma \left( 1 + \frac{1}{\beta} \right) \quad (9.2)$$

where $\Gamma(x)$ is the gamma-function.

The inversion recovery data were fitted with relation:

$$I(t) = |A - 2B e^{-t/T_1} | + b; \ b > 0 \quad (9.3)$$

the $B$ constant was kept independent of $A$ in order to correct for imperfections in experiment settings, typically pulse lengths and amplitudes (in ideal case there should be $A = B$ and in general $A > B$). The CPMG decay data were fitted with:

$$I(t) = A e^{-t/T_2} + b; \ b > 0 \quad (9.4)$$

The mean values of relaxation times were calculated using equation 9.2, namely:

$$\langle T_{1,2} \rangle = T_{1,2} \Gamma \left( 1 + \frac{1}{\beta_{1,2}} \right) \quad (9.5)$$

Examples of typical relaxation data and their fits are in figure 9.1.

Figure 9.1: Left: Example of inversion recovery data used to determine longitudinal relaxation time $T_1$. Right: Example of CPMG data used to determine transversal relaxation time $T_2$.

We measured NMR relaxation of all six spheres, in T–V14 series we chose samples from layers 7 and 9 for more detailed examination (because of their smallest/largest FMR line widths within the series) in the other two samples only 12k line relaxation was measured. In V24 samples relaxations of all resonance
Table 9.1: Repetition times \(\tau_{\text{rep}}\) (time interval between consecutive scans) and longitudinal relaxation times of studied samples. One can see, that used repetition times were sufficiently long to allow system return to thermal equilibrium. For influence of repetition time on reliability of fit results see figure 9.2.

<table>
<thead>
<tr>
<th>sample</th>
<th>(\tau_{\text{rep}}) (ms)</th>
<th>(\langle T_1 \rangle) (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T–V14 s.6 (A01)</td>
<td>100</td>
<td>10.9 ± 1.8</td>
</tr>
<tr>
<td>T–V14 s.7 (A03)</td>
<td>60</td>
<td>10.8 ± 1.1</td>
</tr>
<tr>
<td>T–V14 s.8 (A05)</td>
<td>100</td>
<td>10.7 ± 1.3</td>
</tr>
<tr>
<td>T–V14 s.9 (A07)</td>
<td>100</td>
<td>9.6 ± 1.1</td>
</tr>
<tr>
<td>V24 bottom c. (A09)</td>
<td>50</td>
<td>6.2 ± 1.0</td>
</tr>
<tr>
<td>V24 bottom c. (A11)</td>
<td>50</td>
<td>5.0 ± 1.1</td>
</tr>
</tbody>
</table>

lines were observed. The only exception from the above were the 2\(b\) lines, in case of which it was not always possible to determine relaxation times with reasonable accuracy due to low signal to noise ratio, however the observed longitudinal relaxation data did have the characteristic minima of intensity for relaxation delays about 5ms.

In the fit of inversion recovery data we used the \(A\) and \(B\) constants in order to correct for possible errors in experiment optimization (equation 9.3). To test its effect we performed two experiments where we swept vital pulse sequence parameters (pulse intensity and relaxation delay) and used them to acquire inversion recovery data.

In figure 9.2 on the left there are results of inversion recovery experiments performed with varying pulse level measured 12\(k\) line of sample A05 (T–V14 series, slice 8). If excitation conditions are not optimal, the obtained \(\beta\) parameter decreases which results in shorter \(\langle T_1 \rangle\) regardless of whether too strong or too weak pulses were applied.

Dependence of inversion recovery results on used repetition time \(\tau_{\text{rep}}\) is in figure 9.2 on the right. If \(\tau_{\text{rep}} > 5\langle T_1 \rangle\) the obtained relaxation time does no longer depend on repetition time. The dependence was measured on 4\(f_2\) line of sample A03 (T–V14 series, slice 7).

The rf power level was checked with step of 1dB – its error should be less than this value, and the repetition times were set to be above 5\(\langle T_1 \rangle\) (table 9.1) hence artificial shortening of observed longitudinal relaxations due to imperfections of experiment optimization should be below 0.5ms.

Based on our experience with fitting the data we estimate error in mean relaxation time \(\langle T_{1,2} \rangle\) to be at least 1 ms for \(\langle T_1 \rangle\) and at least 2 ms for \(\langle T_2 \rangle\).

The \(T_2\) results are meant for rough orientation only – the applied technique where the echoes themselves instead of their Fourier transforms are used is not
Figure 9.2: Left: Dependence of inversion recovery fit results on rf pulse intensity. If excitation is not optimal (optimum corresponds to maximum of $A$ in top panel) the resulting relaxation time is artificially shortened. Right: Dependence of the fit results on repetition time (for optimal amplitude of rf. pulses). Long enough repetition time needs to be set, otherwise results are biased towards shorter relaxation times. Errors are from fits only. Mean longitudinal relaxation times $\langle T_1 \rangle$ are calculated from fit results using equation 9.5.
Table 9.2: Mean values of longitudinal \(\langle T_1 \rangle\) and transversal \(\langle T_2 \rangle\) relaxation times observed at 12\(k\) line of all samples together with FMR linewidths.

<table>
<thead>
<tr>
<th>Sample</th>
<th>(\langle T_1 \rangle) (ms)</th>
<th>(\langle T_2 \rangle) (ms)</th>
<th>FMR LW (Oe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T–V14 s. 6</td>
<td>10.9 ± 1.8</td>
<td>14.9 ± 2.1</td>
<td>73.7</td>
</tr>
<tr>
<td>T–V14 s. 7</td>
<td>10.8 ± 1.1</td>
<td>16.1 ± 2.6</td>
<td>76.3</td>
</tr>
<tr>
<td>T–V14 s. 8</td>
<td>11.2 ± 1.3</td>
<td>14.2 ± 2.1</td>
<td>70.3</td>
</tr>
<tr>
<td>T–V14 s. 9</td>
<td>9.6 ± 1.1</td>
<td>16.8 ± 2.7</td>
<td>58.3</td>
</tr>
<tr>
<td>V24 bottom c.</td>
<td>6.2 ± 1.0</td>
<td>9.4 ± 2.8</td>
<td>96.3</td>
</tr>
<tr>
<td>V24 bottom c.</td>
<td>5.0 ± 1.1</td>
<td>5.4 ± 2.1</td>
<td>57.7</td>
</tr>
</tbody>
</table>

very accurate.

In the sample T–V13 relaxation times were not determined by above described techniques. From the data recorded during optimization of repetition times for measurement of spectra we estimate the \(T_1\) to be roughly about 100 – 200 ms as the signal intensity did not increase significantly with increasing \(\tau_{\text{rep}}\) for \(\tau_{\text{rep}} > 1\) s.

Table 9.2 provides a brief comparison of all six spheres, there are mean values of observed relaxation times for all five samples measured at 12\(k\) resonance line. All results of relaxation experiments are presented in table 9.3.

The most pronounced difference is between T–V14 and V24 series – relaxation times of the latter are about half of those of the former. Within each series the relaxation times vary and there seems to be a weak correlation with the FMR linewidth – samples with narrower FMR lines tend to have shorter \(\langle T_1 \rangle\). Nevertheless, the observed differences within a sample series are comparable to experimental error.

In case of transversal relaxation the errors are larger and there is bigger spread of \(\langle T_2 \rangle\) within one sample, however in case of T–V14 series the \(\langle T_2 \rangle\) seems to be uncorrelated with position of layer (and with FMR linewidth) and it V24 also the \(\langle T_2 \rangle\) tend to shorten as FMR linewidth decreases.

Relaxation times do not vary much among sublattices, this is most likely true also for the 2\(b\) sublattice although in this case most observations were rather qualitative.

The observed relaxation times are remarkably short for a M type hexaferrite at 4.2 K, furthermore quite generally there is \(T_1 < T_2\) (which is close to the limit \(T_2 \leq 2T_1\)). In pure BaM \(T_1\) is of the order of hundreds of miliseconds or more and \(T_2 \ll T_1\) [69, 70]. This means that in studied samples main contribution to both relaxation times comes from energy exchange between nuclei and “lattice”. Processes related to slow (compared to resonance frequency) fluctuations of magnetic field on nuclear site, which induce loss of coherence
<table>
<thead>
<tr>
<th>s.</th>
<th>line</th>
<th>$T_1$(ms)</th>
<th>$10\beta_1$</th>
<th>$\langle T_1 \rangle$(ms)</th>
<th>$T_2$(ms)</th>
<th>$10\beta_2$</th>
<th>$\langle T_2 \rangle$(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A01</td>
<td>2b</td>
<td>8.5 ± 0.7</td>
<td>6.9 ± 0.4</td>
<td>10.9 ± 1.8</td>
<td>11.5 ± 0.2</td>
<td>6.8 ± 0.1</td>
<td>14.9 ± 2.1</td>
</tr>
<tr>
<td>V14</td>
<td>12k</td>
<td>9.4 ± 1.1</td>
<td>6.5 ± 0.7</td>
<td>12.9 ± 4.2</td>
<td>11.2 ± 0.4</td>
<td>6.4 ± 0.3</td>
<td>15.6 ± 4.2</td>
</tr>
<tr>
<td>s. 6</td>
<td>4fIV</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4fVI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A03</td>
<td>2b</td>
<td>8.4 ± 0.2</td>
<td>6.9 ± 0.1</td>
<td>10.8 ± 1.1</td>
<td>11.3 ± 0.5</td>
<td>6.3 ± 0.3</td>
<td>16.1 ± 2.6</td>
</tr>
<tr>
<td>V14</td>
<td>12k</td>
<td>8.7 ± 1.1</td>
<td>6.7 ± 0.5</td>
<td>11.4 ± 2.5</td>
<td>11.1 ± 0.3</td>
<td>6.7 ± 0.2</td>
<td>14.6 ± 2.2</td>
</tr>
<tr>
<td>s. 7</td>
<td>4fIV</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4fVI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A05</td>
<td>2b</td>
<td>8.0 ± 0.2</td>
<td>6.3 ± 0.2</td>
<td>11.2 ± 1.3</td>
<td>10.7 ± 0.3</td>
<td>6.7 ± 0.2</td>
<td>14.2 ± 2.1</td>
</tr>
<tr>
<td>V14</td>
<td>4fIV</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>s. 8</td>
<td>2a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4fVI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A07</td>
<td>2b</td>
<td>7.3 ± 0.1</td>
<td>6.7 ± 0.2</td>
<td>9.6 ± 1.1</td>
<td>11.7 ± 0.5</td>
<td>6.3 ± 0.3</td>
<td>16.8 ± 2.7</td>
</tr>
<tr>
<td>V14</td>
<td>4fIV</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>s. 9</td>
<td>2a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4fVI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A09</td>
<td>2b</td>
<td>4.9 ± 0.3</td>
<td>8.6 ± 0.7</td>
<td>5.3 ± 3.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V24</td>
<td>4fIV</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4fVI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A11</td>
<td>2b</td>
<td>3.6 ± 0.2</td>
<td>6.4 ± 0.3</td>
<td>5.0 ± 1.1</td>
<td>4.0 ± 0.2</td>
<td>6.6 ± 0.3</td>
<td>5.4 ± 2.1</td>
</tr>
<tr>
<td>V24</td>
<td>12k</td>
<td>4.6 ± 0.1</td>
<td>7.0 ± 0.2</td>
<td>5.8 ± 1.0</td>
<td>5.7 ± 0.2</td>
<td>7.6 ± 0.3</td>
<td>6.8 ± 2.0</td>
</tr>
<tr>
<td>2a</td>
<td>4.2 ± 0.1</td>
<td>6.9 ± 0.2</td>
<td>5.4 ± 1.0</td>
<td>4.1 ± 0.2</td>
<td>7.4 ± 0.4</td>
<td>5.0 ± 2.1</td>
<td></td>
</tr>
<tr>
<td>4fVI</td>
<td>3.5 ± 0.1</td>
<td>6.6 ± 0.2</td>
<td>4.8 ± 1.0</td>
<td>4.5 ± 0.8</td>
<td>6.5 ± 0.1</td>
<td>6.1 ± 2.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.3: NMR relaxations – full comparison.
Presence of the relaxation times distribution rather than single-exponential decays may be understood in terms of relaxation times varying throughout the sample, e.g. due to relaxation time dependence on distance from a relaxation centre.

Increasing Sc concentration appears to shorten the relaxation times – samples from V24 series ($x_{\text{Sc}} = 0.3$) have the relaxation times about half of those of samples from T–V14 series ($x_{\text{Sc}} = 0.2$) and in T–V13 sample ($x_{\text{Sc}} = 0.06$) the longitudinal relaxation is about order of magnitude larger than in the spheres.

9.4.2 Spectra

Observed NMR spectra of all samples are in figure 9.3. Within a series, the line profiles are very consistent. The $12k$ and $4f_{VI}$ lines are apparently broader than the $4f_{IV}$ and $2a$. The $2b$ line is broadened towards higher frequencies (this may be interpreted as unresolved satellite structure on $2b$ resonance). There are several satellites lines, next to $12k$ resonance, the most distinct one is centered at 70.7 MHz. There is also weak satellite at frequency above that of $4f_{VI}$ line in spectrum of T–V13 sample, in spectra from samples with higher Sc contents, the $4f_{VI}$ resonances have a weak shoulders on its frequency – the satellite is probably broadened and overlapped with the main $4f_{VI}$ lines.
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Figure 9.3: $^{57}$Fe NMR spectra of all studied samples. Positions of resonance lines in BaM ferrite are shown.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$x_{Sc}$</th>
<th>Intensity</th>
<th>$4f_{IV} x_{Sc}$</th>
<th>$2b x_{Sc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T–V13</td>
<td>0.06</td>
<td>0.26 ± 0.02</td>
<td>0.044 ± 0.004</td>
<td>0.043 ± 0.003</td>
</tr>
<tr>
<td>T–V14</td>
<td>0.20</td>
<td>0.48 ± 0.12</td>
<td>0.084 ± 0.022</td>
<td>0.080 ± 0.020</td>
</tr>
<tr>
<td>V24</td>
<td>0.30</td>
<td>0.57 ± 0.15</td>
<td>0.10 ± 0.03</td>
<td>0.095 ± 0.025</td>
</tr>
</tbody>
</table>

Table 9.4: Intensities of 12k satellite at 70.7 MHz estimated from spectra in normalization which has total intensity of 12k resonance equal to 6. The last two columns correspond to theoretical concentrations of Sc in $4f_{VI}$ or $2b$ sublattice given that the satellite is induced by Sc in the particular sublattice.
The consistency of spectra indicates that there are no significant variations of composition amongst samples from given series.

The observed spectral features (line broadening with increasing Sc content and formation of satellites on $2b$, $12k$ and $4f_{VI}$ lines) can be understood as effect of Sc entering preferentially the $4f_{VI}$ and $2b$ sublattices, as $4f_{VI}$ site is coupled to three $2b$ sites, six $12k$ sites and is very close to one $4f_{VI}$ site. A $2b$ site is coupled to six $4f_{VI}$ sites and six $12k$ sites.

The satellite at 70.7 MHz is probably coming from $12k$ sites with one Sc substitution in vicinity, however it cannot be decided whether the Sc is in $4f_{VI}$ site or $2b$ site adjacent to resonant $12k$ site. The remaining satellite structure on $12k$ line is probably induced by Sc in the second sublattice, situations where there are more than one substitution atoms in vicinity of resonant $12k$ nucleus and effect of further lying substitution atoms.

We estimated intensities of the satellite from integrals of spectra and fits of resonance lines. Results are listed in table 9.4 together with calculated concentrations of Sc in $4f_{VI}$ and $2b$ sublattices. The calculations are based on assumption that the satellite is due to Sc in sublattice for which the concentration is evaluated.

The calculated concentrations in both models (the satellite being due to Sc either in $4f_{VI}$ or $2b$) are quite close to each other. Ratio of Sc concentration in one of sublattices to total Sc concentration drops as more Sc is added into the system, this indicates that the preference is lost gradually, and distribution of Sc amongst the sublattices changes as total Sc concentration increases. The observed preference of Sc towards $2b$ and $4f_{VI}$ sites is in accord with results of Mössbauer studies [71–73].

9.5 Summary

Based on $^{57}$Fe relaxations and spectra we found, that spheres within a series have very similar microstructure which is nearly independent on position of sphere within original crystal. We found possible correlation between NMR relaxations and FMR linewidth within a series, however the observed differences in NMR relaxations are comparable to experimental error.

The Sc significantly enhances longitudinal relaxation which in samples with $x_{Sc} = 0.3$ four orders of magnitude faster than what is typical for non-substituted M ferrite.

The spectra indicate that Sc enters $2b$ and $4f_{VI}$ sublattices and ratio of concentrations of Sc in the sublattices appears to be dependent on total Sc content.
Chapter 10

La substituted and La+\((\text{Zn, Cu, Co})\) co-substituted SrM

10.1 Introduction

In this chapter we deal with substituted SrM powder systems. In first part, effects of substitution on large cation site are discussed – divalent Sr is substituted by trivalent La thus inducing formation of ferrous ions. In second part co-substituted systems are studied: simultaneously with La–Sr substitution, iron is substituted by Zn, Co or Cu in order to compensate for extra charge brought into the systems by introduction of La.

Throughout this chapter spectra in region of \(12k - 4f_{VI}^{57}\text{Fe}\) resonance are normalized to total area equal to \(11 - x_{\text{La}}\) where \(x - \text{La}\) is La content. Such normalization yields (under \textit{a posteriori} satisfied assumptions – see text) unit integral intensity per ferric ion in formula unit.

10.2 Samples

We studied five samples from LaSrM series: \(\text{Sr}_{1-x}\text{La}_{x}\text{Fe}_{12}\text{O}_{19}\), La content was varied in full available range: \(x_{\text{La}} \in \{0, 0.25, 0.5, 0.75, 1\}\). Samples are summarized in table 10.1. Next we studied nine doubly substituted samples \(\text{Sr}_{1-x}\text{La}_{x}\text{Fe}_{12-y}\text{M}_{y}\text{O}_{19}\), \(\text{M} \in \{\text{Zn, Co, Cu}\}\), with La concentrations same as the three intermediate La concentrations in samples from LaSrM series, for each La concentration three samples were studied with iron partly substituted by Zn, Co or Cu, concentrations of substitutions are summarized in table 10.2.

All samples were in form of powders, they were prepared by J. Töpfer from University of Applied Sciences Jena using standard ceramic process [74]. Doubly substituted samples were characterized by XRD and TEM in order to
Table 10.1: Samples from La–Sr series, $\text{Sr}_{1-x}\text{La}_x\text{Fe}_{12}\text{O}_{19}$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SrM</th>
<th>La025</th>
<th>La050</th>
<th>La075</th>
<th>LaM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{\text{La}}$</td>
<td>0.00</td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 10.2: Doubly substituted samples of general formula: $\text{Sr}_{1-x}\text{La}_x\text{Fe}_{12-y}\text{M}_y\text{O}_{19}$, $\text{M} \in \{\text{Zn, Co, Cu}\}$.

<table>
<thead>
<tr>
<th>$x_{\text{La}}$</th>
<th>Zn</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>0.21</td>
</tr>
<tr>
<td>0.50</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>0.75</td>
<td>0.40</td>
<td>0.35</td>
</tr>
</tbody>
</table>

LaSrM:Zn

<table>
<thead>
<tr>
<th>$x_{\text{La}}$</th>
<th>$y_{\text{Zn}}$</th>
<th>SEM</th>
<th>XRD</th>
<th>$\text{Fe}^{2+}$ (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>single</td>
<td>single</td>
<td>0</td>
</tr>
<tr>
<td>0.50</td>
<td>0.30</td>
<td>single</td>
<td>single</td>
<td>1.02</td>
</tr>
<tr>
<td>0.75</td>
<td>0.40</td>
<td>second</td>
<td>single</td>
<td>1.77</td>
</tr>
</tbody>
</table>

Table 10.3: Characterization of Zn substituted LaSrM samples, second phases were looked for by SEM and XRD (single indicates no second phases were found, “second” indicates that traces of second phase were detected), amount of ferrous ions was measured by chemical titration.
Table 10.4: Characterization of Cu substituted LaSrM samples, second phases were looked for by SEM and XRD (single indicates no second phases were found, “second” indicates that traces of second phase were detected), amount of ferrous ions was measured by chemical titration.

<table>
<thead>
<tr>
<th>$x_{La}$</th>
<th>$y_{Cu}$</th>
<th>SEM</th>
<th>XRD</th>
<th>Fe$^{2+}$ (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.20</td>
<td>second</td>
<td>single</td>
<td>0.26</td>
</tr>
<tr>
<td>0.50</td>
<td>0.20</td>
<td>second</td>
<td>single</td>
<td>1.54</td>
</tr>
<tr>
<td>0.75</td>
<td>0.20</td>
<td>second</td>
<td>single</td>
<td>2.79</td>
</tr>
</tbody>
</table>

Table 10.5: Characterization of Co substituted LaSrM samples, second phases were looked for by SEM and XRD (single indicates no second phases were found, “second” indicates that traces of second phase were detected), amount of ferrous ions was measured by chemical titration.

<table>
<thead>
<tr>
<th>$x_{La}$</th>
<th>$y_{Co}$</th>
<th>SEM</th>
<th>XRD</th>
<th>Fe$^{2+}$ (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.20</td>
<td>second</td>
<td>single</td>
<td>0.26</td>
</tr>
<tr>
<td>0.50</td>
<td>0.20</td>
<td>single</td>
<td>single</td>
<td>1.54</td>
</tr>
<tr>
<td>0.75</td>
<td>0.20</td>
<td>single</td>
<td>single</td>
<td>2.79</td>
</tr>
</tbody>
</table>
10.3 LaSrM systems

La substitution on large cation sites in SrM has been reported to modify magnetocrystalline anisotropy [9,75,76], which makes the hexaferrite system more attractive for some permanent magnet applications. In this section we deal with La–Sr distribution and charge compensation due to excess electrons introduced by La substitution. Mössbauer studies have shown, that the extra charge likely localizes on iron ions in 2a sublattice [77,78]. We approached these matters by means of NMR experiment and electronic structure calculations.

10.3.1 NMR

\(^{57}\)Fe resonance from all five iron sublattices observed in all samples from LaSrM series are shown in figure 10.1. In case of intermediate compositions are the resonance lines significantly broadened. One can see formation of satellites \(S_1\) and \(S_2\), splitting of \(2b\) and \(4f_{VI}\) lines into satellite patterns and weaker satellites at 70.5MHz and 73 MHz. As La content increases \(12k\) and \(4f_{IV}\) lines merge into a common lineshape, similar interfusion takes place in case of \(2a\) and \(4f_{VI}\) resonances. The \(12k + 4f_{IV}\) and \(2a + 4f_{VI}\) lineshapes remain well separated for all La concentrations. Despite the overlap, it can be seen, that intensity of \(2a\) line gradually diminishes with increasing La content.

In case of LaM sample low frequency signal was observed up to 20 MHz consisting of three peaks centered at 9, 13, and 17 MHz; the spectrum is shown in figure 10.2. A NMR signal in this frequency range is present in intermediate samples as well, however rather than well resolved lines only a broad resonance stretching over the frequency range was found.

We ascribe the low frequency signal in LaM (figure 10.2) to resonance of \(^{139}\)La . This interpretation is supported by electronic structure calculations (see below) and experiments in external field on LaM sample – we found that mean resonance frequency changed in accordance with gyromagnetic ratio of \(^{139}\)La (as we studied powder sample, the resonance broadened severely upon application of the field).

Satellites on \(2b\) and \(4f_{VI}\) lines can be explained by effect of disorder in large cation sublattice (see corresponding section in chapter 8) and are discussed in more detail in following subsection.

As transition from ferric to ferrous ion happens (extra charge is added to the ion), its \(^{57}\)Fe resonance is expected to shift to low frequencies, line to broaden and relaxation times to shorten. “Purely” ferrous ions are usually invisible to \(^{57}\)Fe NMR due to too fast relaxations. The diminishing \(2a\) intensity indicates localization of ferrous ions induced by the La substitution in \(2a\) sublattice.
Figure 10.1: $^{57}$Fe NMR spectra of LaSrM samples. The $f^2$ correction of intensities has been applied. The 2b lines are normalized to unit area, the 12k-4f$_{VI}$ profiles are normalized to $11 - x_{La}$ area. Dotted lines show intensities multiplied by 5.
According to Štěpánková et al. [79] the satellites $S_1$ and $S_2$ are most likely resonances of ferric ions in $4f_{IV}$ sites altered by nn ferrous ions in $2a$ sublattice, in $S_1$ there is possibly also contribution from $12k$ sites.

Integral intensities of satellite at 70.5 MHz are roughly 0.2 in La025 sample and 0.3 in La050 and La075 samples, these are too low for the satellite to be induced by either La–Sr disorder in $2d$ sublattice or ferric–ferrous disorder in $2a$ sublattice. There are two plausible scenarios explaining the satellite: noncolinearity of magnetic structure or impurity in systems containing La. If some magnetic moments are canted, the resonance frequencies are to be altered by anisotropy of local magnetic field at nucleus. An impurity will induce satellite lines on resonances of its neighbors. It cannot be decided from the data, which of the above scenarios is valid, or whether there is some combination of the possibilities.

In canting scenario, the satellite probably comes from $12k$ resonance, as these sites have strong anisotropy of local field [66].

If the satellite is due to impurity which is present in samples containing La, we are inclined towards scenario of the impurity entering preferentially $4f_{IV}$ sublattice as the pattern (satellite at 70.5 MHz and weaker satellite at 73 MHz) is similar to that induced by Zn substitution entering $4f_{IV}$ sublattice on LaSrM spectra (see figure 10.8). Based on intensity of satellite at 71 MHz and interpretation of Zn substituted spectra (see below) we estimate impurity content to $x_{\text{impurity}} \approx 0.02$ in La025 sample and $x_{\text{impurity}} \approx 0.03$ in La050 and La075 samples.
In $^{57}$Fe spectrum of LaM sample (frequency interval $60 - 75$ MHz) there are four distinct lines, however, the ortorhombic unit cell of LaM determined by Küpeferling et al. [9] has six inequivalent positions occupied by iron. It is expectable, that $4a$ sites (resonance of which diminished with increasing La content) are not seen in the spectrum, but there still are five sublattices left for the four lines. Based on development of spectra with increasing $x_{La}$ it is quite clear, that line at 61 MHz comes from bipyramidal $4b$ sites and that at 73.8 MHz from $8f_2$ sites. Küpeferling et al. assigned line at 72 MHz to $8f_1$ resonance, line at 72.3 MHz to $16h$ and unresolved broad resonance in region $70.5 - 71.6$ MHz to $8f_3$ resonance. Integral intensities of the lines however do not comply with interpretation in [9] The unresolved resonance below 71.6 MHz has not sufficient intensity to come from $8f_3$ sublattice.

We propose interpretation in which line at 72 MHz is assigned to $16h$ resonance and line at 72.3 MHz to overlapped $8f_1$ and $8f_3$ resonances. This is in better agreement with integral intensities of the lines – in our spectrum the intensity is split roughly in ratio 1:1 between the lines, which complies with multiplicities of sites assigned to the lines in our interpretation. The resonance in $70.5 - 71.6$ MHz interval is probably induced by the above discussed canting or impurity. The line assignment is summarized in figure 10.3.

The proposed interpretation is also supported by experimental data reported in [9] – they studied temperature dependence of resonance in interval $71.5 - 72.7$ MHz and found, that with increasing temperature the line at 72.3 MHz splits into two components with approximately equal intensities. They ascribed the splitting to effect of canting of magnetic moments in $16h$ sublattice, we argue, that they merely observed temperature dependences of $8f_1$ and $8f_3$ resonance frequencies, which are different. The difference in temperature dependences is expectable since resonance frequency of $12k$ magnetic sublattice in M ferrite is known to drop upon increasing temperature faster than resonance frequencies of remaining sublattices [80,81]. $16h$ and $8f_3$ sublattices originate from splitting of $12k$ sublattice due to symmetry change, they still should belong to same magnetic sublattice (12k), apparently their behavior on increasing temperature is not significantly altered by the change of lattice symmetry.
10.3.2 La–Sr distribution

In intermediate samples \((x_{La} = 0.25, \ 0.50, \ 0.75)\), there is disorder in large cation sites – each may be occupied either by \(Sr^{2+}\) or by \(La^{3+}\) cation. Interesting question is, whether the La–Sr distribution is random – probability of a \(2d\) site being occupied by La or Sr is given only by La–Sr ratio and does not depend on occupations of neighboring \(2d\) sites, or there is a preference either towards La–Sr segregation or intermixing.

To study the distribution we choose \(2b\) resonance because these sites are in close vicinity of large cation sites hence sensitive to occupation of neighboring large cation sites, their NMR signal is well separated from rest of the resonances so there are no complications arising from overlap of spectral lines, and finally the ferrous ions are localizing in \(2a\) sites, which are not among \(nn\) of \(2b\), which reduces influence of ferric–ferrous distribution on \(2b\) resonance.

Employing the additivity model, we can write for frequencies of satellite lines induced by La on \(2b\) resonance:

\[
f(n) = f_0 + n\Delta f
\]  

(10.1)

where \(n\) is number of La nearest neighbors of resonant \(2b\) site, \(\Delta f\) is change in resonance frequency induced by one La \(nn\) and \(f_0\) is frequency of \(2b\) resonance.
in SrM. Within this framework, every added La ion acts only on its 3 nearest 2b neighbors hence increasing the mean 2b resonance frequency always by $3\Delta f/N_{2b}$ ($N_{2b}$ is number of 2b sites in sample), yielding linear dependence of the mean frequency on La content:

$$f_{\text{mean}}(x) = f_0 + 3x_{\text{La}} \Delta f$$  \hspace{1cm} (10.2)

Dependence of mean 2b resonance frequency on La content can be well fitted with linear function 10.2, see figure 10.4, fit results are in table 10.6.

![Figure 10.4: Center of mass of 2b resonance in LaSr - M hexaferrites versus La content. Individual datapoints correspond to spectra in fig 10.1, parameters of fitted line are in table 10.6.](image)

<table>
<thead>
<tr>
<th>$f_0$ (MHz)</th>
<th>$\Delta f$ (MHz)</th>
<th>$f(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>59.53 ± 0.04</td>
<td>0.56 ± 0.02</td>
<td>59.53</td>
</tr>
<tr>
<td>59.53</td>
<td>0.09</td>
<td>60.09</td>
</tr>
<tr>
<td>60.65</td>
<td>1.22</td>
<td>61.22</td>
</tr>
</tbody>
</table>

Table 10.6: Results of linear fit of 2b resonance frequency and positions of 2b lines calculated from the fit results.
We decomposed experimental $2b$ profile of La025 sample into three lines of the same shape (lorentzian on arbitrary power $k$ gave best results):

$$l_n(f) = I_n \left[ \frac{w}{(f - f_n)^2 + w^2} \right]^k$$  \hspace{1cm} (10.3)

There were 8 fitting parameters – two describing the lineshape $(w, k)$, three for positions $f_n$ and three for intensities $I_n$ of the components. Fit results are summarized in table (10.7), fitted lineshape is in figure (10.5).

Figure 10.5: Fit of $2b$ resonance in La025 sample, individual components correspond to nuclei with $n$ La nearest neighbors.

In the fit we disregarded fourth component corresponding to nuclei with all three nn being La at its relative intensity is too low. The intensities found by fit do not match those expected for sample with $x_{\text{La}} = 0.25$ (see table 8.1), best agreement with prediction based on binomial distribution is found for $x_{\text{La}} = 0.21$. This may indicate that either the real La content is somewhat smaller than nominal, or, that there is a slight tendency towards repulsion

<table>
<thead>
<tr>
<th>$n$</th>
<th>$w$ (MHz)</th>
<th>$k$</th>
<th>$f_n$ (MHz)</th>
<th>$I_n$</th>
<th>$\text{bin}(0.21)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.71 ± 0.2</td>
<td>59.516 ± 0.004</td>
<td>0.50 ± 0.03</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.61 ± 0.04</td>
<td>60.372 ± 0.006</td>
<td>0.42 ± 0.03</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>61.17 ± 0.03</td>
<td>0.08 ± 0.01</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10.7: Fit results for La025 sample. Fitted intensities are compared to binomial distribution prediction for $x_{\text{La}} = 0.21$ (bin(0.21)).
of La ions. The components found from fit are quite equidistant, which is in accord with additivity hypothesis.

The $2b$ resonances of intermediate samples with higher La content are rather featureless and did not reveal further detailed information on La–Sr distribution.

It is interesting to compare results of the two fits: from the linear fit we got $\Delta f = 560 \pm 20$ kHz while adjacent components of La025 $2b$ lineshape are on average 830 kHz apart, clearly one cannot consider $f_0$ and $\Delta f$ in equation 10.1 as fixed, but as dependent on $x_{La}$. This is expectable – the additivity hypothesis is suited for small substitution contents while we attempted to apply it on case where full conceivable range of substitution content is used.

Similar decomposition of lineshape should be in principle possible for $4f_{VI}$ lineshape (expected satellite pattern is analogous to that of $2b$), however it was not found practical. The $4f_{VI}$ profile is in intermediate samples overlapped with that of $2a$ and lineshapes of its components are not likely to be symmetric. Qualitatively one can see, that the $4f_{VI}$ resonance shifts towards low frequencies and that its splitting is in accord with predictions presented in chapter 8.

### 10.3.3 Electronic structure calculations

The main goal of performed electronic structure calculations was to gain insight on charged compensation in La–Sr M hexaferrite system. We also used the results to find theoretical $^{139}$La NMR spectrum in LaM.

We calculated electronic structures of SrM and LaM using rotationally invariant version of LDA+U [82]. We used hexagonal unit cell for both systems. In final calculations radii of atomic spheres were 1.45 a.u. for oxygen, 2 a.u. for iron and 2.5 a.u. for large ions. In final calculations we used $R_{\text{min}}K_{\text{max}} = 6$ ($\approx 110$ basis functions per atom), $G_{\text{max}} = 16$ Ry$^{\frac{1}{2}}$ number of $k$ points in irreducible part of first Brillouin zone was 8 and $U_{\text{eff}} = 4.5$ eV.

In contrast to results reported by Novák et al. [83] we found that electronic structure calculations of LaM can produce two distinct solutions: one in which the extra charge is spread more or less uniformly over all iron sites (delocalized solution) and one in which the extra charge is concentrated on $2a$ sites only.

This ambiguity is result of using the effective $U$, as this can produce additional local minima of energy functional which do not correspond to physical solutions.

Character of resulting density is sensitive to starting electron density – e.g. if one lowers (with respect to default starting state) initial magnetic moment of $2a$ ferrous ion, the result is going to be localized solution. While character of solution depends on starting electron density, once convergence is reached the
Valence of iron can be inferred either directly from electron density contained within atom volume, or from magnetic moments of ions. Ferric as well as ferrous ions are expected to be in high spin state thus having spin magnetic moments close to free ion values i.e. \( 5 \mu_B \) and \( 4 \mu_B \) respectively – reduction of spin magnetic moment indicates transition from ferric to ferrous state. To extract valences as well as spin magnetic moments of ions we used the AIM program, results are shown in table 10.8.

As one can see, main difference between localized LaM solution and the rest is on \( 2a \) site – its valence is reduced by about 0.35, magnetic moment is reduced by 0\( \mu_B \) and atomic volume is increased. Variations of valences, moments and atomic volumes of other sites are significantly smaller than those of \( 2a \).

Next it is evident, that simple picture based on formal valences of ions is not entirely correct – all calculated valences are significantly smaller than the nominal values. Similar observation can be made for magnetic moments: none of the ferric ions has 5 \( \mu_B \) moment, and there are non-negligible moments of resulting density (either localized or delocalized) is independent of the initial density. Total energy of the localized solution is 0.64 eV lower, than that of delocalized solution, hence we conclude, that the localized solution corresponds to actual electron density in LaM.

Valence of iron can be inferred either directly from electron density contained within atom volume, or from magnetic moments of ions. Ferric as well as ferrous ions are expected to be in high spin state thus having spin magnetic moments close to free ion values i.e. \( 5 \mu_B \) and \( 4 \mu_B \) respectively – reduction of spin magnetic moment indicates transition from ferric to ferrous state. To extract valences as well as spin magnetic moments of ions we used the AIM program, results are shown in table 10.8.

As one can see, main difference between localized LaM solution and the rest is on \( 2a \) site – its valence is reduced by about 0.35, magnetic moment is reduced by 0\( \mu_B \) and atomic volume is increased. Variations of valences, moments and atomic volumes of other sites are significantly smaller than those of \( 2a \).

Next it is evident, that simple picture based on formal valences of ions is not entirely correct – all calculated valences are significantly smaller than the nominal values. Similar observation can be made for magnetic moments: none of the ferric ions has 5 \( \mu_B \) moment, and there are non-negligible moments of

<table>
<thead>
<tr>
<th>atom</th>
<th>valence</th>
<th>moment (( \mu_B ))</th>
<th>volume (a.u.(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SrM del.</td>
<td>SrM loc.</td>
<td>LaM del.</td>
</tr>
<tr>
<td>Fe (2a)</td>
<td>1.845</td>
<td>1.761</td>
<td>1.422</td>
</tr>
<tr>
<td>Fe (2b)</td>
<td>1.722</td>
<td>1.757</td>
<td>1.761</td>
</tr>
<tr>
<td>Fe (4f(_{IV}))</td>
<td>1.786</td>
<td>1.777</td>
<td>1.765</td>
</tr>
<tr>
<td>Fe (4f(_{V}))</td>
<td>1.857</td>
<td>1.846</td>
<td>1.845</td>
</tr>
<tr>
<td>Fe (12k)</td>
<td>1.819</td>
<td>1.772</td>
<td>1.819</td>
</tr>
<tr>
<td>O (4e)</td>
<td>-1.233</td>
<td>-1.238</td>
<td>-1.231</td>
</tr>
<tr>
<td>O (4f)</td>
<td>-1.240</td>
<td>-1.246</td>
<td>-1.247</td>
</tr>
<tr>
<td>O (6h)</td>
<td>-1.235</td>
<td>-1.226</td>
<td>-1.224</td>
</tr>
<tr>
<td>O (12k)</td>
<td>-1.243</td>
<td>-1.250</td>
<td>-1.247</td>
</tr>
<tr>
<td>O (12k)</td>
<td>-1.225</td>
<td>-1.232</td>
<td>-1.227</td>
</tr>
<tr>
<td>La/Sr (2d)</td>
<td>1.646</td>
<td>2.152</td>
<td>2.154</td>
</tr>
<tr>
<td>interstitial</td>
<td>0.005</td>
<td>0.008</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Table 10.8: Comparison of calculated valences, magnetic moments and volumes of atoms in SrM and LaM. For LaM results obtained from delocalized (del.) as well as localized (loc.) solutions are presented.
oxygen anions.

La atom (see table 10.8) adds only about half electron to the LaM system (in comparison to SrM), in delocalized solution this extra charge is distributed uniformly amongst Fe sites (and to smaller extent also amongst oxygen anions), while in localized solution most (but not all) extra charge is localized on 2a site while the rest is again uniformly distributed amongst the remaining sites. It is interesting to note, that the calculated valence of La is independent of charge localization.

Volume of 2a atom is in localized case significantly larger than in the remaining two as the atom needs to accommodate more charge. From differences of electron densities of localized and delocalized solutions it can be seen, that the extra charge is in minority \(d(z^2)\) orbital, orientation of its \(z\) axis is parallel with local threefold symmetry axis, which is parallel with hexagonal axis of the unit cell (i.e. the \(z\) axis does not coincide with any of body diagonals of the octahedron).

The calculations were performed in hexagonal unit cell, however experiments [9] indicate orthorhombic symmetry of LaM system. Preliminary calculations on orthorhombic LaM have shown, that localized solution is present in this symmetry as well.

Further we extracted hyperfine parameters on La nuclei and used them to calculate theoretical \(^{139}\)La NMR spectrum. The obtained positions and intensities of nuclear transitions were convoluted with common line profile (equal widths for all lines) and resulting spectrum was multiplied by squared frequency to allow direct comparison with experimental data. Calculated hyperfine parameters are in table 10.9, comparison of experimental and calculated spectra is in figure 10.6. Calculated and experimental spectra do show qualitative agreement although the positions of resonance lines do not match exactly.

<table>
<thead>
<tr>
<th>(B_{\text{hf}}) (T)</th>
<th>(B_{\text{lattice}}) (T)</th>
<th>(B_{\text{loc}}) (T)</th>
<th>(V_{zz}) (10(^{21}) Vm(^{-2}))</th>
<th>(\eta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.286</td>
<td>0.547</td>
<td>0.833</td>
<td>-13.92</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 10.9: Calculated hyperfine parameters on La nuclei in LaM. Magnetic field and \(z\) axis of EFG tensor are parallel with hexagonal axis. Hyperfine and lattice contributions to total local magnetic field are also shown.
10.3.4 \( \text{Fe}^{2+} \) localization

Calculations indicate, that extra charge in LaM localizes on 2a sites, this is supported also by NMR experiment in which line corresponding to 4a position (in \( Cmcm \) spacegroup) in LaM is missing. To gain more quantitative picture from experimental spectra we normalized the \( 12k - 4f_{VI} \) profiles to have total area of \( 11 - x_{La} \). In such normalization we should have unit area per ferric ion in formula unit (as ferrous ions are not seen in the spectrum). We then integrated intensity of \( 12k + 4f_{IV} \) profile and of \( 2a + 4f_{VI} \) profile in all five samples and plotted the results in figure 10.7.

Intensity of \( 12k + 4f_{IV} \) remains constant in whole sample series, while intensity of \( 2a + 4f_{VI} \) gradually diminishes in good accordance with idea that every added La atom induces transition of one 2a ion from ferric to ferrous state. These experimental data indicate, that the charge localization on 2a sites takes place also in samples with intermediate La concentrations and that it is static on timescale of NMR experiment (0.1 \( \mu s \) - 1 ms, see below). If there was fast hoping, or delocalization, of the extra charge within 2a sublattice, its effect on 2a sites would be averaged, it probably would yield more complicated dependence of 2a intensity on La content than simple \( I_{2a} = 1 - x_{La} \) since the extra charge would affect more than one 2a site at the time. Also significant shift and broadening of 2a line with increasing \( x_{La} \) should have been observed in fast hoping regime (analogous to fast chemical exchange [25]).

The timescale on which the charge distribution should be static depends
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Figure 10.7: Integral intensities of $^{57}$Fe $12k + 4f_{IV}$ resonance and $2a + 4f_{VI}$ resonance in LaSrM samples as a function of La concentration. Total integral intensity was normalized to $11 - x_{La}$ in order to correspond to number of ferric ions resonating in frequency range of $12k - 4f_{VI}$ signals in formula unit. The lines correspond to theoretical intensities in scenario when intensity of $2a$ resonance is due to charge localization reduced proportionally to La content.

on what mechanisms of spectra alteration by fast hoping charge one takes into account. In model based on analogy with chemical exchange [25] sites with or without localized charge have resonance frequencies $f_1$ and $f_2$, which in case of ferric–ferrous exchange should differ by few tens of MHz. Fast and slow regime are then defined by inverse of the frequency difference (0.1 µs), if ion changes its valence on shorter timescale one resonance line on average frequency is observed, if it keeps its valence for longer time, two separate lines – one for each state, should be observed. However, the extra charge does not only induce change of local field (and resonance frequency), but it also, and more importantly, leads to broadened lines and changes relaxation times – in ferrous ions the relaxation times are expected to be too short to allow observation of NMR signal by pulse techniques (i.e. below several µs). The hoping extra charge should wipe out resonance of all ions it “visits” during the whole NMR experiment, thus significantly enhancing apparent $T_2$ relaxation of $2a$ resonance.
This enhancement of $2a T_2$ relaxation however was not observed, from which one may be inclined to conclude, that charge distribution is static during the whole NMR pulse sequence, which in our case was about half milisecond.

Localization of excess charge in $2a$ sublattice together with its slow (or absent) hopping justifies interpretation of unit integral intensity in $12k - 4f_{V1}$ range as coming from one ferric ion per formula unit when normalization of total integral intensity in this range to $11 - x_{La}$ is applied.

### 10.4 Doubly substituted systems

In this section we present experimental NMR data obtained on doubly substituted samples of Sr$_{1-x}$La$_x$Fe$_{12-y}$M$_y$O$_{19}$, $M \in \{\text{Zn, Co, Cu}\}$ where the excess charge brought to system by La is partly compensated by substitution of iron by divalent M atoms hence reducing amount of ferrous ions needed to maintain neutrality. Compositions of samples were summarized in table 10.2.

For the interpretation of integral intensity normalized to number of ferric ions per formula unit to work as described above also for doubly substituted systems one must further assume that substitution is indeed divalent, and that it does not enter the $2b$ sublattice.

In following text we will first summarize experimental results and then discuss the individual sample series in separate subsections.

#### 10.4.1 NMR spectra

In figure 10.8 there are $^{57}$Fe spectra of all nine doubly substituted samples compared to that of samples from LaSrM series with the same La contents. One can see that in $12k - 4f_{V1}$ region, that effects of Zn and Cu are most different from each other, Co induces changes, which bear some resemblance to that induced by Zn in region $69.5 - 73$ MHz, while at higher frequencies (above 73 MHz) its effect is more similar to that of Cu. Satellite at 69 MHz is observed only for Cu substitution.

Effect of Zn and Co on $2b$ line is similar and not too strong – the line is slightly broadened by the substitutions. In Cu substituted samples, the profile is altered significantly: in sample with $x_{La} = 0.25$ and to some extent also in sample with $x_{La} = 0.5$ the resonance is of quite complex profile, which is dependent on excitation conditions, in sample with $x_{La} = 0.75$ the profile is smooth, consisting of two components with ratio of integral intensities approximately 1:2.

Signal in region of $2b$ resonance observed in Cu substituted samples differs significantly from those observed for other LaSrM samples. In sample with
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Figure 10.8: $^{57}$Fe spectra of La–SrM systems with small cation substitutions, compared to those of non-substituted La–Sr samples. Spectra in each of six plots are normalized to equal areas, scales of individual plots differ.

The spectrum observed in $50 - 65$ MHz range on Cu substituted LaSrM is quite unusual for $^{57}$Fe resonance from $2b$ sites, its peculiarity led us to suspicion that the signal may be of other origin. Ratio of intensities of its two components in $x_{La} = 0.75$ sample together with ratio of frequencies at which the components are centered correspond well to natural abundances and gyromagnetic ratios of $^{63}$Cu and $^{65}$Cu nuclei (see table 5.1). We measured
this part of spectrum in external field of $\approx 0.7$ T at 4.7 K, results are shown in figure 10.9. In external field the spectrum (apart from broadening) shifted to higher frequencies by approximately 3 MHz, such a shift is too much for the signal to be $^{57}$Fe resonance but is easily in reach of $^{63}$Cu and $^{65}$Cu resonance ($\gamma_{\text{Cu}} B_{\text{ext}} \approx 7.9$ and 8.5 MHz for $^{63}$Cu and $^{65}$Cu respectively; the observed shift is lower due to effect demagnetizing fields). We conclude, that in Cu substituted samples $^{57}$Fe $2b$ resonance is overlapped with stronger resonances of $^{63}$Cu and $^{65}$Cu which accidentally fall into same frequency range.

Figure 10.9: NMR signal in La$_{0.75}$Sr$_{0.25}$Fe$_{11.8}$Cu$_{0.2}$O$_{19}$ powder sample measured at 4.2K in zero external field and at 4.7 K in field of approximately 0.7 T. The shift of spectral profile is about 3 MHz, too large to be resonance of $^{57}$Fe, thus indicating that the signal comes from $^{63}$Cu and $^{65}$Cu nuclei. Above 67 MHz there is $^{57}$Fe resonance from $12k - 4f_{VI}$ region.

Upon further investigation of the 50–65 MHz region in $x_{\text{La}} = 0.25$ Cu substituted sample we found, that the spectral profile is strongly dependent on intensity of applied excitation pulses, spectra for three different rf pulse intensities are shown in figure 10.10. Spectral profile observed for rf attenuation 8 dB quite resembles resonance of $^{57}$Fe in $2b$ sublattice seen in other samples. Profile observed at 14 dB attenuation (half rf field amplitude than the 8 dB), had maximal intensity, upon further reduction of rf pulses the signal gradually diminished as whole. Optimal excitation conditions for $^{63}$Cu + $^{65}$Cu and $^{57}$Fe nuclei in this sample probably differ, thus allowing for observed separation of the overlapped signals – the line observed with strong pulses is likely dominated by $^{57}$Fe resonance, while the profile observed for weaker pulses comes from $^{63}$Cu and $^{65}$Cu nuclei. In samples with higher La content we were not able to
separate $^{57}\text{Fe}$ from $^{63}\text{Cu}$ and $^{65}\text{Cu}$ resonance by altering excitation conditions.

Figure 10.10: NMR spectra of $\text{La}_{0.25}\text{Sr}_{0.75}\text{Fe}_{11.8}\text{Cu}_{0.2}\text{O}_{19}$ obtained in zero external field at 4.2K for three rf pulse levels. Pulses with attenuation 8 dB were the strongest we were able to apply, for attenuation 14 dB we observed strongest NMR signal. Increase of attenuation by 6 dB corresponds to reduction of applied rf field amplitude to half. Spectra are plotted in common intensity range, no normalizations nor corrections were applied.

In Co substituted samples we observed NMR signal in range of 250 – 600 MHz (see figure 10.11), which we attribute to $^{59}\text{Co}$ resonance. The signal was observed using untuned broadband probehead, for each sample we used several intensities of excitation pulses and constructed resulting spectrum as envelope of obtained spectra. Same probehead was used for all three samples, hence absolute intensities should be roughly comparable. To minimize effect of frequency dependent $T_2$ relaxations on intensities we used only the first recorded echo in CPMG sequence for evaluation. To eliminate possibility of parasitic signals (e.g. from Co or Mn containing impurities in some part of experimental setup) we measured the spectrum without sample (but using otherwise identical setup, experiment conditions and settings) and we found no signal in this case.

The spectra consist of five lines, two broad ones centered at 300 MHz and 400 MHz, weak line at about 540 MHz and two narrow lines at 570 MHz and 575 MHz. The broad lines below 500 MHz have significantly faster transversal relaxation than the lines above 500 MHz. With increasing La and Co content the lines shift slightly to higher frequencies and change intensities: Lines at 300, 540 and 575 MHz diminish with increasing substitution content while lines
at 400 MHz and 570 MHz do not have monotonous dependence of intensities on substitution content – they reach maximal intensity in sample with $x_{\text{La}} = 0.5$ and $x_{\text{Co}} = 0.30$. Overall intensity of $^{59}\text{Co}$ resonance tends to decrease with increasing Co content. While optimal pulse intensity varies with frequency there is observable trend of its increase with Co content (optimal rf attenuation for 400 MHz signal differs by about 4 dB between $x_{\text{La}} = 0.25$, $x_{\text{Co}} = 0.21$ sample and $x_{\text{La}} = 0.75$ and $x_{\text{Co}} = 0.40$ sample).

Pieper et al. [84, 85] reported, that they observed $^{59}\text{Co}$ resonance in Co substituted LaSrM system in frequency range of 76–100 MHz, we tried to confirm their observation, however no NMR signal in this frequency range in our Co substituted samples was found.
Figure 10.11: Resonance of $^{59}\text{Co}$ recorded at 4.2K in zero external field in Co substituted LaSrM samples using untuned broadband probehead. Bottom plot shows whole spectrum, top plot shows detail of spectrum in interval 520 – 600 MHz. Spectra are envelopes of several experiments with different pulse intensities, they are plotted in common intensity scale, no frequency corrections were applied. Only first observed echo was used in order to minimize $T_2$ modulation of intensities.
Comparison of $^{57}\text{Fe}$ spectra in frequency region of $12k - 4f_{IV}$ resonance of LaSrM samples and Zn substituted LaSrM samples together with integral intensities of the latter is in figure 10.12. Zn substitution suppresses satellites $S_1$ and $S_2$ observed in LaSrM samples while enhancing satellites at 70.5 MHz and at 73 MHz. One can also see, that intensity of $2a$ resonance is lowered by Zn substitution.

Reduction of $S_1$ and $S_2$ intensities indicates, that Zn does significantly lower amount of ferrous ions in the system. The $S_1$ and $S_2$ satellites were attributed to $4f_{IV}$ (and $12k$) sites with ferrous nn in $2a$ sites, their suppression is an expectable outcome upon lowering amount of ferrous ions originally localized in $2a$ sites.

Zinc substitution in magnetic iron oxides is generally considered to have strong preference towards tetrahedral sites [1–4], and indeed, the observed $^{57}\text{Fe}$ NMR spectra can be well explained using model with Zn having strong preference towards tetrahedral $4f_{IV}$ sites.

Intensity of satellite at 70.5 MHz does increase as expected for sum of $12k$ satellites induced by one and two substitution atoms in nn $4f_{IV}$ sites (the expected intensities are listed in table 8.5) and the satellite develops upon increasing Zn content a shoulder at lower frequencies which likely arises from $12k$ sites with two substituted nn $4f_{IV}$ sites – their resonance is further away from $12k$ main line as expected from additivity hypothesis.

Lowering of observed intensity of $2a$ main line can be explained as action of nn Zn in $4f_{IV}$ sublattice acting on $2a$ ferric ions (see table 8.4 for intensities of $2a$ satellites induced by $4f_{IV}$ substitution). Satellites induced by Zn on $2a$ resonance draw intensity from the main line. If the satellites emerge on frequencies below 73.5 MHz they merge with $12k - 4f_{IV}$ lines and the spectral region above 73.5 MHz is short of their intensity. In samples with $x_{La} = 0.50, 0.75$ the zinc content is lower than that of La, presumably there are ferrous ions formed in $2a$ sites thus further reducing intensity of $2a$ resonance.

Satellite at 73 MHz can be interpreted as coming from either $2a$ sublattice or from $4f_{IV}$ sublattice. It cannot be decided with absolute confidence, but we are strongly inclined towards it being $2a$ resonance. Zn contents are quite high and should induce satellites corresponding to nuclei with two Zn $4f_{IV}$ nn, such satellites should appear further away from the main line. If the satellite was resonance of $4f_{IV}$ with one Zn nn, satellite line from sites with two substituted nn should appear on higher frequencies – likely in 73–74 MHz interval – this contradicts the observation, we found no distinct resonance there. If on the other hand the satellite at 73 MHz is resonance of nuclei in $2a$ sublattice, satellite corresponding to that with two zinc nn should lie below
73 MHz, hidden under strong $12k - 4f_{IV}$ resonances. Further argument for the satellite being signal from $2a$ sublattice is in integral intensities of signal below 73.5 MHz and above 73.5 MHz. The Zn substitution should reduce integral intensity from $4f_{IV}$ sites by $x_{Zn}$, if there was no $2a$ signal below 73.5 MHz (i.e. the signal there was only from $12k$ and $4f_{IV}$ sites), the integral intensity in this region should be $8 - x_{Zn}$, while the observed intensity is above 8 in all three samples. But if the satellite is from $2a$ sublattice, the loss of signal induced by Zn substituting $4f_{IV}$ $^{57}$Fe is compensated by gain from $2a$ satellites induced by Zn nn. This interpretation (satellite at 73 MHz is resonance of $2a$ with nn Zn) is further supported by experiments of Štěpánková et al. [86] on Co+Ti co-substituted BaM – they reported similar satellite pattern and confirmed that the satellite is from majority spin sublattice. Satellites induced by Zn nn on $4f_{IV}$ resonance are probably hidden in 70–73 MHz interval.

Resonance of $4f_{VI}$ sites is not significantly altered – we observed additional broadening which hides hints of satellite structure induced by La–Sr disorder, this is also expectable – Zn in $4f_{IV}$ should induce one satellite on each of the $4f_{VI}$ lines, if the satellite is close to main line, overall smoothing of whole $4f_{VI}$ subspectrum is not very surprising outcome.

Effect of Zn substitution on $2b$ lines is not too strong, which is to be expected – these sites have neither $4f_{IV}$ nor $2a$ nearest neighbors.
Figure 10.12: $12k - 4f_{VI}^{57}$Fe NMR spectra of Zn substituted LaSrM samples (solid blue lines) compared to that of LaSrM samples of same La contents with no small cation substitution (dotted black lines). Integral intensities of Zn substituted samples are also shown (magenta dashed lines). Intensities are $f^2$ corrected and normalized to $11 - x_{La}$ integral intensity.
10.4.3 Cu substituted LaSrM

In Cu substituted LaSrM samples we can take advantage of observed $^{63}\text{Cu}$ and $^{65}\text{Cu}$ NMR. The copper signal shifts to higher frequencies upon application of external magnetic field and in zero field its mean frequency decreases with increasing La content.

Provided that copper ion has same orientation of magnetic moment as iron ions in sublattice it enters, shift of its resonance in external field indicates that it enters minority spin sublattice, i.e. $4f_{\text{IV}}$ or $4f_{\text{VI}}$. The non-negligible shift of copper resonance to low frequencies with increasing $x_{\text{La}}$ is in better accord with Cu entering preferentially the $4f_{\text{VI}}$ sites – the $4f_{\text{VI}}$ $^{57}\text{Fe}$ resonance experiences similar shift to low frequencies upon increase of La content. In $\text{Nb}^{5+} - \text{Cu}^{2+}$ substituted BaM the copper was reported to enter preferentially $4f_{\text{VI}}$ sites [87], and in W and X type hexaferrites the $\text{Cu}^{2+}$ ions were reported to enter octahedral sites in S blocks [3, 88].

The complex line profiles observed in samples with lower La contents are probably due to quadrupole splitting of $^{63}\text{Cu}$ and $^{65}\text{Cu}$ resonances. Provided, that we observed full $^{63}\text{Cu} + ^{65}\text{Cu}$ spectrum (i.e. spectrum is formed by all allowed transitions, as opposed to possibility that we see only central ($-1/2 \leftrightarrow 1/2$ transitions)), we can estimate magnitude of quadrupole interaction. The observed splitting is at the order of 1 MHz, which is much smaller than resonance frequency, hence we can treat the quadrupole interaction as perturbation. Both $^{63}\text{Cu}$ and $^{65}\text{Cu}$ isotopes have spin $3/2$, one can expect weak quadrupolar interaction to induce splitting of resonance line into three equidistant components (we assume zero asymmetry of EFG and $V_{zz}$ parallel with magnetic field both of which is fulfilled in iron sites in M ferrite) with spacing $\nu_Q$ given by:

$$\nu_Q = \frac{3eQV_{zz}}{h2I(2I-1)}$$  \hspace{1cm} (10.4)

For $|\nu_Q| = 1.3$ MHz and $^{63}\text{Cu}$ nucleus we get $|V_{zz}| \approx 10^{21}\text{Vm}^{-2}$.

From resonance frequency we estimate local magnetic field on Cu nuclei to $B_{\text{loc}}^{\text{Cu}} \approx 5$ T, which implies magnetic moment of Cu ion about $0.5 \mu_B$.

In figure 10.13 we compare $12k - 4f_{\text{VI}}$ $^{57}\text{Fe}$ NMR spectra of LaSrM samples with Cu substitution to that with same La content but no small cation substitution. Intensity of $S_1$ satellite is reduced in Cu substituted samples while that of $S_2$ is increased, intensities of satellites at 70.5 MHz and 73 MHz are left unchanged. Additional satellite at 68.5 MHz appears in the spectrum, its intensity is 0.34 in sample with smallest La content and about 0.6 in remaining two samples. Integral intensity of signal below 73.5 MHz ($12k + 4f_{\text{IV}}$ region) is quite close to 8 in all three samples while that above 73.5 MHz decreases with increasing La content. Intensity of $2a$ main line is not suppressed by
Cu substitution (while it was in Zn substituted samples), in Cu substituted sample with smallest La content the 2a line is slightly stronger, than in the non-substituted one.

The effect of Cu substitution on observed $^{57}$Fe NMR spectrum can be explained by Cu preferentially entering the $4f_{VI}$ sublattice. Divalent copper in $4f_{VI}$ sites is in accord with $12k + 4f_{IV}$ profile having integral intensity equal to 8 and $2a + 4f_{VI}$ having intensity $3 - x_{La}$ provided that ferrous ions form again in 2a sublattice. In such case intensity of $2a + 4f_{VI}$ signal is reduced by Cu taking place of resonant $^{57}$Fe in $4f_{VI}$ sites as well as by ferrous ions forming in 2a sites due to incomplete compensation of excess charge by divalent copper.

The satellite at 68.5 MHz most likely comes from $12k$ $^{57}$Fe with one Cu nn in $4f_{VI}$ site. Intensity of the satellite is quite low, compared to prediction for this situation (see table 8.7), this can be explained by the real Cu content being smaller than the nominal one. For sample with $x_{La} = 0.25$ we get from intensity of the satellite $y_Cu \approx 0.06$ and for samples with $x_{La} = 0.50, 0.75$ we get $y_Cu \approx 0.1$. Results of titration on $x_{La} = 0.25$ sample (table 10.4) indicate much higher content of ferrous ions than expected – this complies with much smaller than nominal copper content indicated by $^{57}$Fe NMR results. In samples with higher $x_{La}$ the titration gives results resembling theoretical values, however there is still second phase detected by SEM – if the second phase is Cu–rich it may explain still quite low Cu contents inferred from $^{57}$Fe NMR.

Partial suppression of $S_1$ satellite is likely due to smaller amount of ferrous ions in 2a sites which induce the satellite, reduction of $S_2$ intensity by the same mechanism is probably compensated by emergence of $4f_{IV}$ satellite line induced by nn Cu on frequency of $S_2$ satellite (however we have to admit, that this mechanism cannot explain increase of $S_2$ intensity).

Effect of substitution in $4f_{VI}$ should also be observable on 2b and $4f_{VI}$ lines. The 2b line is hidden below resonance of copper, with exception of $x_{La} = 0.25$ sample, where signal attributable to 2b $^{57}$Fe NMR was observed when stronger rf pulses were applied. This signal has a tail reaching to frequencies above 62 MHz which may be interpreted as satellite induced by nn Cu, however the separation of $^{57}$Fe resonance from these of $^{63}$Cu and $^{65}$Cu is certainly not perfect from which it emerges with imminent inevitability, that the observed tail could have origin in resonance of copper isotopes rather than in resonance in $^{57}$Fe in 2b sites. Given the copper contents deduced from intensities of $12k$ satellite at 69 MHz the expected intensity of $4f_{VI}$ satellites should be quite low (namely equal to $x_{Cu}$), it is then understandable, that no significant change of $4f_{VI}$ resonance upon Cu substitution was observed.
Figure 10.13: $12k - 4f \nu_1$ $^{57}$Fe NMR spectra of Cu substituted LaSrM samples (solid red lines) compared to that of LaSrM samples of same La contents with no small cation substitution (dotted black lines). Integral intensities of Cu substituted samples are also shown (magenta dashed lines). Intensities are $f^2$ corrected and normalized to $11 - x_{La}$ integral intensity.
10.4.4 Co substituted LaSrM

Case of Co substituted LaSrM samples is the most intriguing one, the results cannot be explained assuming strong preference of Co towards only one site in the hexaferrite structure. Wiesinger et al. [89] used studied La–Co co-substituted SrM by Mössbauer spectroscopy and proposed preference of Co\(^{2+}\) towards octahedral 4\(f_{VI}\) and 2\(a\) sites, while Pieper et al. [84,85] in their NMR studies proposed 4\(f_{IV}\) and 4\(f_{VI}\) sites.

As in previous subsections we compare the range of 12\(k - 4f_{VI}\)\(^{57}\)Fe NMR spectra of LaSrM samples substituted by Co to these of LaSrM with no small cation substitution (figure 10.14), additionally we also compare \(^{57}\)Fe NMR spectra of Co substituted LaSrM to these of Zn substituted LaSrM (figure 10.15).

At first glance, effect of Co substitution on \(^{57}\)Fe resonance is quite similar to that of Zn – S\(_1\) and S\(_2\) satellites are suppressed, and satellites at 70.5 MHz and 73 MHz are enhanced. On the other hand 2\(a\) line in Co substituted La\(_{0.5}\)Sr\(_{0.5}\)M is stronger than that in system substituted by same amount of Zn (central plot in figure 10.15) and at 63 MHz there is a shoulder on 2\(b\) line in Co substituted samples.

Suppression of S\(_1\) and S\(_2\) satellites implies that Co does compensate for the extra charge brought to system by La, i.e. that there are Co\(^{2+}\) ions. Overall similarity of \(^{57}\)Fe spectra of Co and Zn substituted LaSrM suggests, that Co probably enters the 4\(f_{IV}\), smaller intensity of satellite at 70.5 MHz then indicates, that Co content in the 4\(f_{IV}\) sites is smaller than that of Zn. From intensities of the satellite we estimate Co content in 4\(f_{IV}\) sublattice to \(x^{4f_{IV}}_{Co} \approx 0.1\) in sample with \(x_{La} = 0.25\) and to \(x^{4f_{IV}}_{Co} \approx 0.14\) in samples with higher La contents, i.e. about half the nominal Co contents. If reason for formation of the satellite at 70.5 MHz in non-substituted LaSrM is present also in Co substituted LaSrM samples (e.g. the satellite in LaSrM is induced by impurity in 4\(f_{IV}\) sites and this impurity is present also in Co substituted samples in same amounts), then estimates of Co content should be lowered to \(x^{4f_{IV}}_{Co} \approx 0.07\) in sample with \(x_{La} = 0.25\) and to \(x^{4f_{IV}}_{Co} \approx 0.1\) in samples with higher La contents.

Shoulder on 2\(b\) resonance indicates, that there is some Co in sites neighboring with the 2\(b\), i.e. 12\(k\) or 4\(f_{VI}\). We see the 12\(k\) sites as more probable variant for two reasons: first the shoulder is quite weak – same amounts of substitution in 12\(k\) or in 4\(f_{VI}\) sublattice would induce weaker satellite pattern on 2\(b\) line in case of substitution entering the 12\(k\) sublattice (compare table 8.11 to 8.8, 8.9 and 8.4), second, Co in 4\(f_{VI}\) sublattice might induce similar satellite on 12\(k\) resonance as Cu does (i.e. satellite line at about 69 MHz) and no such line was found. Substitution in 12\(k\) sites should induce satellite lines on resonances of all five iron sublattices, however the satellites induced by ex-
pected Co contents in 12k sublattice (below 0.25) would in general be quite weak. It is conceivable, that they are hidden in broad profiles and manifest themselves as mere overall smoothing of $^{57}\text{Fe}$ spectrum.

Observed $^{59}\text{Co}$ NMR signal (fig 10.11) is in stark contrast to that reported by Pieper et al. [84,85] and its overall lowering upon increasing of Co content is puzzling too. Based on comparison with work by Krishnan [90] resonance above 500 MHz should be ascribed to Co$^{2+}$ ions while these below 500 MHz can originate in Co$^{3+}$. Two different dependences of $^{59}\text{Co}$ signal intensity on Co content (decrease with increasing $y_{\text{Co}}$ and non-monotonic change) may be ascribable to two Co species (e.g. Co ions in two different sublattices) each of which changes its valence between Co$^{2+}$ and Co$^{3+}$ thus appearing in two different regions of $^{59}\text{Co}$ spectrum.

Overall loss of $^{59}\text{Co}$ signal with increase of Co content is probably result of lowering of enhancement factor with increase of La and Co content (stronger pulses were needed to excite $^{59}\text{Co}$ resonance in samples with higher La and Co content). Increase of magnetocrystalline anisotropy can be reason for such lowering of enhancement factor (see equation 3.13).
Figure 10.14: $12k - 4f_{VI}$ $^{57}$Fe NMR spectra of Co substituted LaSrM samples (solid green lines) compared to that of LaSrM samples of same La contents with no small cation substitution (dotted black lines). Integral intensities of Co substituted samples are also shown (magenta dashed lines). Intensities are $f^2$ corrected and normalized to $11 - x_{La}$ integral intensity.
Figure 10.15: Comparison of $^{57}$Fe NMR spectra of Co substituted LaSrM samples (green lines) and Zn substituted LaSrM (blue lines). Note, that in $x_{La} = 0.50$ samples nominal contents of Co and Zn are identical.
10.5 Summary

Using $^{57}$Fe NMR and electronic structure calculations we found that in LaSrM system trivalent La ions induce formation of ferrous ions in 2$a$ sublattice and that distribution of the ferrous ions in 2$a$ sublattice is static on timescale of at least $10^{-7}$ s. We detected $^{139}$La NMR signal in LaM and have shown that it is in good accord with prediction of the calculations.

Further we studied LaSrM samples substituted by Zn, Cu and Co with intent to partially compensate for the extra charge brought in by La. $^{57}$Fe spectra have shown, that Zn substitution enters 4$f_{IV}$ sites and does compensate the charge. $^{63}$Cu and $^{65}$Cu NMR together with $^{57}$Fe NMR evidenced Cu in 4$f_{VI}$ sites in somewhat smaller amount than the nominal. In case of Co substitution $^{57}$Fe spectra indicate its preference towards at least two sublattices, about third to half of Co likely enters the 4$f_{IV}$ sites, the rest is expected to come to 12$k$ sites, however presence in Co in other sites cannot be excluded. The observed $^{59}$Co spectra imply presence of Co$^{2+}$ as well as Co$^{3+}$, indicating that in case of Co the charge compensation is of more complex nature.
Chapter 11

Comparison of M, W and X type hexaferrites

11.1 Introduction

In this chapter we compare results of $^{57}$Fe NMR and electronic structure calculations on SrM, SrFe$_2$W and SrFe$_2$X. We aimed on interpretation of SrFe$_2$W and SrFe$_2$X $^{57}$Fe NMR spectra and question of localization of ferrous ions in these structures.

We studied powder samples of SrM, SrFe$_2$W and SrFe$_2$X prepared by J. Töpfer from University of Applied Sciences Jena using standard ceramic process. We recorded $^{57}$Fe NMR spectra of all samples at 4.2 K in zero external field and compared the observed profiles to predictions of electronic structures calculations.

Structures of M, W and X type hexaferrites are quite related as they correspond to different stacking orders of R and S blocks, also all three types are uniaxial collinear magnets with easy axis parallel with hexagonal axis of crystal structure. Due to this one can match sites in different types on basis of similar surroundings. Such comparison is useful in interpretation of $^{57}$Fe NMR spectra as the resonance frequency is dependent on local environment of nucleus. Review of sites in these hexaferrite types is in table 2.1 in chapter 2, where also similarities of particular sites in M, W and X structures are accented.

11.2 NMR Spectra

$^{57}$Fe NMR spectra of all three samples are plotted in figure 11.1. The M type ferrite shows the five well resolved narrow resonance lines which have been
ascribed to corresponding sublattices.

The W type shows spectrum of more complex profile, again there is one line at 59.5 MHz and one just below 76 MHz, but between 70–74 MHz there is partially resolved profile apparently composed of several overlapping lines. Most intensity is found around 71 MHz. There are three other peaks at 71.2 MHz, 72 MHz and 73.3 MHz.

Spectrum of the X type can be qualitatively viewed as combination of the previous two, it has sharp resonance lines at frequencies of M type resonance lines and beneath them there is broadened profile quite similar to that observed on W type. Widths of sharp narrow resonance lines in its spectrum are similar to these of SrM lines.
11.3. ELECTRONIC STRUCTURE CALCULATIONS

Figure 11.1: Spectra of (top to bottom) SrM, SrFe$_2$W and SrFe$_2$X hexaferrite powders recorded at 4.2 K in zero external field. Intensities are $f^2$ corrected. Intensities of low-frequency lines are multiplied by factor 10 in order to be well visible in common scale plot.

11.3 Electronic Structure Calculations

From calculations of electronic structures of SrM, SrFe$_2$W and SrFe$_2$X we extracted local magnetic fields on iron sites, valences of iron ions and their spin magnetic moments. The local fields are given in tables 11.1, 11.2 and 11.3, magnetic moments and valences are in tables 11.4, 11.5 and 11.6.

In tables 11.1, 11.2 and 11.3 the local field has been broken up into several contributions. The two contributions to contact field (from 3$d$ and 4$s$ moments) calculated using the semi-empirical correction performed according to [52] are shown separately. The contact contribution calculated from 3$d$ mo-
ment many be viewed as on-site, while that of 4s electrons, which are affected mainly by neighbors of the particular ion, as transferred. Next there are orbital and dipolar contributions. The orbital contribution is induced by motion of electrons, and the dipolar contribution corresponds to field generated by magnetic dipole moments of electrons. All these contributions are calculated from electron density inside particular atomic sphere and together constitute the hyperfine field. Finally there is contribution of other magnetic ions – sum of their dipolar fields on the particular site.

If a ion acquires ferrous rather than ferric character magnitudes of its local components field are affected. As extra 3d charge is added, orbital and (or) dipolar contributions tend to increase. In ferric ion the 3d electron density has nearly spherical symmetry, thus allowing only quite small orbital and dipolar components of hyperfine field. Upon addition of extra charge (transition to ferrous ion) the 3d density looses the symmetry and the orbital and dipolar components can grow significantly. Apart from this one can also use the calculated valences and magnetic moments to identify ferrous-like ions in the same way as was discussed in chapter 10.

In SrM all ions should have ferrous character and indeed their calculated valences are close to three and there is no site with significantly lowered magnetic moment (table 11.4). Orbital and dipolar contributions to local field are below 1 T except for dipolar contribution on 2b bipyramidal site.

In SrFe₂W (tables 11.2 and 11.5) one can see substantial orbital or dipolar contributions to local field on 4f₁V₁ sites in SS block and on 6g sites in between adjacent S blocks, furthermore calculated valence and moment of 4f₁V₁ sites in SS are lowered in comparison to the rest. This indicates localization of extra charge in these sites. In case of ferrous ions in SrFe₂W are the main suspects the 9cV₁ sites, which are located in between adjacent S blocks (these sites are analogous to 6g in W structure).
11.3. ELECTRONIC STRUCTURE CALCULATIONS

<table>
<thead>
<tr>
<th>SrM site</th>
<th>block</th>
<th>contact field freq.</th>
<th>other contributions freq.</th>
<th>total freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$4f_{VI}$</td>
<td>$3d$</td>
<td>$4s$</td>
</tr>
<tr>
<td>$4f_{VI}$</td>
<td>R</td>
<td>-11.80</td>
<td>68.79</td>
<td>-0.54</td>
</tr>
<tr>
<td>$2b$</td>
<td>R</td>
<td>19.66</td>
<td>-67.50</td>
<td>0.86</td>
</tr>
<tr>
<td>$2a$</td>
<td>S</td>
<td>14.50</td>
<td>-69.55</td>
<td>0.53</td>
</tr>
<tr>
<td>$4f_{IV}$</td>
<td>S</td>
<td>-12.29</td>
<td>67.25</td>
<td>-0.73</td>
</tr>
<tr>
<td>$12k$</td>
<td>R–S</td>
<td>18.19</td>
<td>-69.31</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 11.1: Calculated local fields on iron sites in SrM and $^{57}$Fe resonance frequencies corresponding to total local field. Contributions to the local field are shown as well. Contact field is further broken up into contributions of $3d$ electrons and $4s$ electrons (see equation 5.1). Field generated by orbital motion of electrons is shown in column orb. and dipole field of electron spins in column dip. All so far mentioned contributions come from within atomic sphere only and together form the hyperfine field, the latt. contribution is sum of dipolar fields generated on the particular site by other ions.

<table>
<thead>
<tr>
<th>SrFe$_2$W site</th>
<th>block</th>
<th>contact field freq.</th>
<th>other contributions freq.</th>
<th>total freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4f_{VI}$</td>
<td>R</td>
<td>-12.54</td>
<td>69.64</td>
<td>-0.48</td>
</tr>
<tr>
<td>$2d$</td>
<td>R</td>
<td>20.65</td>
<td>-68.32</td>
<td>0.83</td>
</tr>
<tr>
<td>$4f_{IV}$</td>
<td>SS</td>
<td>14.75</td>
<td>-66.90</td>
<td>0.37</td>
</tr>
<tr>
<td>$4e$</td>
<td>SS</td>
<td>-15.49</td>
<td>67.99</td>
<td>-0.62</td>
</tr>
<tr>
<td>$4f_{IV}$</td>
<td>SS</td>
<td>-16.22</td>
<td>68.05</td>
<td>-0.70</td>
</tr>
<tr>
<td>$12k$</td>
<td>R–SS</td>
<td>18.44</td>
<td>-69.91</td>
<td>0.56</td>
</tr>
<tr>
<td>$6g$</td>
<td>S–S</td>
<td>14.01</td>
<td>-66.81</td>
<td>7.76</td>
</tr>
</tbody>
</table>

Table 11.2: Calculated local fields on iron sites in SrFe$_2$W and $^{57}$Fe resonance frequencies corresponding to total local field. Contributions to the local field are shown as well. Contact field is further broken up into contributions of $3d$ electrons and $4s$ electrons (see equation 5.1). Field generated by orbital motion of electrons is shown in column orb. and dipole field of electron spins in column dip. All so far mentioned contributions come from within atomic sphere only and together form the hyperfine field, the latt. contribution is sum of dipolar fields generated on the particular site by other ions.
### Table 11.3: Calculated local fields on iron sites in SrFe$_2$X and $^{57}$Fe resonance frequencies corresponding to total local field. Contributions to the total local field are shown as well. Contact field is further broken up into contributions of 3$d$ electrons and 4$s$ electrons (see equation 5.1). Field generated by orbital motion of electrons is shown in column orb. and dipole field of electron spins in column dip. All so far mentioned contributions come from within atomic sphere only and together form the hyperfine field, the latt. contribution is sum of dipolar fields generated on the particular site by other ions.

<table>
<thead>
<tr>
<th>SrFe$_2$X site</th>
<th>block</th>
<th>contact field</th>
<th>local field (T)</th>
<th>freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>4$s$ 3$d$</td>
<td>other contributions</td>
<td>total</td>
</tr>
<tr>
<td>3b$_{VI}$</td>
<td>S</td>
<td>15.24 -70.25</td>
<td>0.48 -0.07 1.07</td>
<td>-53.53 73.96</td>
</tr>
<tr>
<td>6c$_{IV}$</td>
<td>S</td>
<td>-13.76 68.14</td>
<td>-0.65 -0.03 -0.02</td>
<td>53.68 74.16</td>
</tr>
<tr>
<td>6c$_{VI}$</td>
<td>R</td>
<td>-13.52 69.59</td>
<td>-0.48 0.04 -0.56</td>
<td>55.07 76.08</td>
</tr>
<tr>
<td>6c$_{IV}^*$</td>
<td>R</td>
<td>-13.52 69.59</td>
<td>-0.48 0.04 -0.56</td>
<td>55.07 76.08</td>
</tr>
<tr>
<td>6c$_{V}$</td>
<td>R</td>
<td>21.14 -68.35</td>
<td>0.81 2.38 0.88</td>
<td>-43.14 59.60</td>
</tr>
<tr>
<td>6c$_{VI}^*$</td>
<td>SS</td>
<td>16.47 -70.01</td>
<td>-0.60 0.35 1.07</td>
<td>-52.72 72.84</td>
</tr>
<tr>
<td>6c$_{IV}$</td>
<td>SS</td>
<td>-14.75 68.06</td>
<td>-0.61 0.10 0.04</td>
<td>52.85 73.01</td>
</tr>
<tr>
<td>6c$_{IV}^*$</td>
<td>SS</td>
<td>-13.76 68.15</td>
<td>-0.64 0.19 -0.01</td>
<td>53.93 74.51</td>
</tr>
<tr>
<td>18h$_{VI}$</td>
<td>R-S</td>
<td>19.91 -70.17</td>
<td>0.54 0.27 -0.48</td>
<td>-49.92 68.97</td>
</tr>
<tr>
<td>18h$_{VI}^*$</td>
<td>R-SS</td>
<td>19.91 -70.14</td>
<td>0.57 0.30 -0.51</td>
<td>-49.86 68.89</td>
</tr>
<tr>
<td>9c$_{VI}$</td>
<td>S-S</td>
<td>14.75 -64.55</td>
<td>8.49 8.03 -0.43</td>
<td>-33.71 46.57</td>
</tr>
</tbody>
</table>

### Table 11.4: Valences and magnetic moments calculated by AIM for iron ions in SrM. Valences have been rescaled to nominal values as described in chapter 5.

<table>
<thead>
<tr>
<th>site</th>
<th>block</th>
<th>valence</th>
<th>moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>4f$_{VI}$</td>
<td>R</td>
<td>3.01</td>
<td>-4.143</td>
</tr>
<tr>
<td>2b</td>
<td>R</td>
<td>2.86</td>
<td>4.117</td>
</tr>
<tr>
<td>2a</td>
<td>S</td>
<td>2.99</td>
<td>4.200</td>
</tr>
<tr>
<td>4f$_{IV}$</td>
<td>S</td>
<td>2.88</td>
<td>-4.111</td>
</tr>
<tr>
<td>12k</td>
<td>R-S</td>
<td>2.96</td>
<td>4.199</td>
</tr>
</tbody>
</table>
### Table 11.5: Valences and magnetic moments calculated by AIM for iron ions in SrFe$_2$W.

<table>
<thead>
<tr>
<th>site</th>
<th>block</th>
<th>valence</th>
<th>moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>4f$_{VI}$</td>
<td>R</td>
<td>2.99</td>
<td>-4.191</td>
</tr>
<tr>
<td>2d</td>
<td>R</td>
<td>2.85</td>
<td>4.112</td>
</tr>
<tr>
<td>4f$_{VI}$</td>
<td>SS</td>
<td>2.55</td>
<td>3.870</td>
</tr>
<tr>
<td>4f$_{IV}$</td>
<td>SS</td>
<td>2.85</td>
<td>-4.103</td>
</tr>
<tr>
<td>12k</td>
<td>R–SS</td>
<td>2.94</td>
<td>4.199</td>
</tr>
<tr>
<td>6g</td>
<td>S–S</td>
<td>2.79</td>
<td>4.096</td>
</tr>
</tbody>
</table>

Table 11.5: Valences and magnetic moments calculated by AIM for iron ions in SrFe$_2$W. Valences have been rescaled to nominal values as described in chapter 5.

### Table 11.6: Valences and magnetic moments calculated by AIM for iron ions in SrFe$_2$X.

<table>
<thead>
<tr>
<th>site</th>
<th>block</th>
<th>valence</th>
<th>moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>3b$_{VI}$</td>
<td>S</td>
<td>2.97</td>
<td>4.243</td>
</tr>
<tr>
<td>6c$_{IV}$</td>
<td>S</td>
<td>2.89</td>
<td>-4.161</td>
</tr>
<tr>
<td>6c$_{VI}$</td>
<td>R</td>
<td>3.00</td>
<td>-4.191</td>
</tr>
<tr>
<td>6c$_{VI}^*$</td>
<td>R</td>
<td>3.00</td>
<td>-4.191</td>
</tr>
<tr>
<td>6c$_{V}$</td>
<td>R</td>
<td>2.87</td>
<td>4.161</td>
</tr>
<tr>
<td>6c$_{VI}$</td>
<td>SS</td>
<td>2.94</td>
<td>4.227</td>
</tr>
<tr>
<td>6c$_{IV}$</td>
<td>SS</td>
<td>2.87</td>
<td>-4.157</td>
</tr>
<tr>
<td>6c$_{IV}^*$</td>
<td>SS</td>
<td>2.88</td>
<td>-4.161</td>
</tr>
<tr>
<td>18h$_{VI}$</td>
<td>R–S</td>
<td>2.95</td>
<td>4.245</td>
</tr>
<tr>
<td>18h$_{VI}^*$</td>
<td>R–SS</td>
<td>2.94</td>
<td>4.244</td>
</tr>
<tr>
<td>9c$_{VI}$</td>
<td>S–S</td>
<td>2.53</td>
<td>3.913</td>
</tr>
</tbody>
</table>

Table 11.6: Valences and magnetic moments calculated by AIM for iron ions in SrFe$_2$X. Valences have been rescaled to nominal values as described in chapter 5.
11.4 Line assignment

For line assignment we used comparison of M, W and X structures and spectra, experiments on BaFe$_2$W single crystal reported by Štěpánková et al. [91] and electronic structure calculations. In order to assess integral intensities of resonance lines we constructed spectra out of first ten recorded echoes (to minimize $T_2$ modulation) and plotted them together with their integral intensities in figures 11.2 and 11.3, again we used normalization which gives unit integral intensity per ferric ion in formula unit. Crystallographic positions of small cations in studied structures were summarized in table 2.1 in chapter 2.

![SrFe$_2$W spectrum](image)

Figure 11.2: SrFe$_2$W spectrum constructed of first ten echoes in CPMG sequence and its integral. The spectrum is $f^2$ corrected, integral intensity is normalized to number of ferric ions per formula unit expected resonate in shown frequency interval.

In following text we will discuss resonance of $^{57}$Fe nuclei in individual sites in W and X structures. Resulting line assignment together with calculated positions of resonance lines is summarized in figure 11.4 for SrFe$_2$W and in figure 11.5 for SrFe$_2$X.
11.4. LINE ASSIGNMENT

Figure 11.3: SrFe$_2$X spectrum constructed of first ten echoes in CPMG sequence and its integral. The spectrum is $f^2$ corrected, integral intensity is normalized to number of ferric ions per formula unit expected resonate in shown frequency interval.

11.4.1 Sites in R blocks

We start with sites located inside R blocks. In W structure these are octahedral 4$f_{VI}$ and bipyramidal 2$d$, while in X structure there are octahedral 6$c_{VI}$ and 6$c^*_{VI}$ and bipyramidal 6$c_V$. When comparing stacking sequences of M, W and X structures one notes, that in all three structures nearest neighbor block of a R block is always a S block, until next nearest neighbor block is reached, there is no substantial difference between these three structures.

The similarity of R block environments throughout the structures suggests that corresponding sites in these blocks may have quite similar resonance frequencies in all three investigated hexaferrite types. Indeed, in spectra of SrFe$_2$W as well as of SrFe$_2$X there are lines with resonance frequencies close to these of bipyramidal 2$b$ (59.5 MHz) and octahedral 4$f_{VI}$ (75.8 MHz) in SrM (see figure 11.1). Integral intensities of lines at 75.8 MHz correspond well to multiplicities of octahedral R block sites in W and X structures. Analogous interpretation of BaFe$_2$W $^{57}$Fe NMR spectrum was proposed in literature and
supported by experiments in external magnetic fields [91]. In case of SrFe$_2$X resonance frequencies of the two inequivalent octahedral sites most likely coincide as their equivalency is lost due to difference of next nearest neighbor blocks – closer surroundings of these sites are quite similar.

Electronic structure calculations predicted R site $^{57}$Fe resonance in SrFe$_2$W at 77.45 MHz for $4f_{VI}$ site and 60.19 MHz $2d$ site (see table 11.2). Prediction for $2d$ site is in excellent agreement with observed resonance frequency and in case of $4f_{VI}$ site it is reasonably close too. Calculations of resonance frequencies SrFe$_2$X (table 11.3) give even better match to observed frequencies. It is interesting to note, that calculations predict (within first four digits) identical resonance frequencies as well as individual components of local fields for $6c_{VI}$ and $6c_{VI}^*$ sites in R block of SrFe$_2$X.

### 11.4.2 Sites shared by adjacent blocks

Next we discuss sites shared by two adjacent blocks, these are (all octahedral): 12$k$ in M structure (at 71.1 MHz), 12$k$ and 6$g$ in W and 18$h$, 18$h^*$ and 9$c$ in X. Due to their high multiplicities, these sites should generate very strong signals – their contribution is most likely in frequency range $70 − 71.5$ MHz of SrFe$_2$W and SrFe$_2$X spectra. Experiments on single crystals in external field have shown [91], that large portion of signal in this frequency range comes from sites with majority spin orientation.

In SrFe$_2$X spectrum, there is narrow peak at 71 MHz, frequency of which coincides with 12$k$ resonance in SrM and which is missing in SrFe$_2$W. Most likely this signal comes from 18$h_{VI}$ sites shared by R and single S block in X structure.

The calculations also put resonance frequencies of these “interblock” sites close to $70 − 71.5$ MHz frequency range. Exceptions are sites shared by two adjacent S blocks (6$g$ in W and 9$c$ in X). Predicted resonance frequencies for these sites are far too low. This is probably due to extra electrons partly localizing on those sites – the semiempirical correction [52] used for calculation of local fields is tailored for ferric ions and apparently fails as soon as there is substantial extra charge on the ion (similar discrepancy between calculation and experiment is seen on results on $4f_{VI}$ (SS) sites in SrFe$_2$W which also have hint of ferrous character in calculations).

### 11.4.3 Sites in S blocks

Last are resonances from S blocks. In M type there are octahedral $2a$ sites (74.6 MHz) and tetrahedral $4f_{IV}$ (72.7 MHz). In W structure there are octahedral $4f_{VI}$ and tetrahedral $4e$ and $4f_{IV}$. In X structure we have octahedral
3b_{VI} (in single S block) and 6c_{VI} (SS block pair) together with tetrahedral 6c_{IV} in single S block and 6c_{IV} with 6c_{IV}^* in SS block pair.

When comparing the spectra, one can see that SrFe_{2}X has two narrow resonance lines located on frequencies of S block sites in SrM. Integral intensities of these narrow lines correspond nicely to multiplicities of 3b_{VI} and 6c_{IV} sites located in single S block in X structure. Therefore we assign these narrow lines to 3b_{VI} and 6c_{IV} sites. Calculations put resonance frequencies of 3b_{VI} and 6c_{IV} sites is SrFe_{2}X close to 74MHz which is in reasonable agreement with observed frequencies of the narrow lines.

The pair of S blocks contains three types of sites (one octahedral and two tetrahedral) in both X and W structures (we disregard the 6g and 9c sites discussed above).

The broad resonance at 73.3 MHz is known to have majority spin orientation in BaFe_{2}W [91] and should correspond to octahedral site inside S block adjacent to another S block (4f_{VI} in W and 6c_{VI} in X). Electronic structure calculations agree nicely with this interpretation of broad resonance at 73.3 MHz in case of SrFe_{2}X. In SrFe_{2}W predicted resonance frequency of 4f_{VI} in SS block pair is off by almost 6 MHz. Reason is probably electron localization on 4f_{VI} sites in SrFe_{2}W calculation.

The tetrahedral sites are known to resonate between 70 − 72 MHz in BaFe_{2}W [91]. Based on calculation results we suggest that resonance at 72 MHz in SrFe_{2}W is interpreted as coming from 4e site. The 4f_{IV} resonance in SrFe_{2}W should then be at slightly lower frequency, overlapped with resonances of octahedral sites between adjacent blocks.

The tetrahedral sites in SS block pairs in X structure (6c_{IV} and 6c_{IV}^*) are analogous to 4e and 4f_{IV} in W structure. The broadened line at 72.1 MHz is likely to come from these sites, rest of their resonance is probably hidden within spectral profile in 70–73 MHz range.

11.4.4 Defects

It is worth noting, that in SrFe_{2}W spectrum there are small narrow peaks on frequencies corresponding to SrM lines 4f_{IV} and 2a and a kink on frequency of SrM 12k resonance. These may be interpreted as coming either from inclusions of M phase or (more likely) from stacking faults. Based on intensities of the peaks we estimated molar fraction of sample corresponding to these defects to be about 0.7% suggesting high sample quality.
Figure 11.4: Proposed interpretation of experimental SrFe$_2$W$^{57}$Fe NMR spectrum together with resonance line positions obtained from calculations (marks above the plot frames). Calculated frequencies for $4f_{VI}(SS)$ and $6g_{VI}(S-S)$ sites are not shown as they are out of plot range (they are predicted to resonate at 78.93 MHz and 64.28 MHz respectively).
Figure 11.5: Proposed interpretation of experimental SrFe$_2$X $^{57}$Fe NMR spectrum together with resonance line positions obtained from calculations (marks above the plot frames). Calculated frequency for 9$c$ position is not shown as it is well out of plot range (at 46.57 MHz).
11.5 Electron localization

Experimental indications (in $^{57}$Fe NMR experiment) of electron localizing on a particular iron site are enhancement of relaxation of its signal, line broadening and reduction of integral intensity. Similar effects can be observed on neighbor sites as well. In addition to this we again used results of electronic structure calculations, where, apart from lowering calculated valences, electron partly localizing on a particular iron atom lowers its magnetic moment and increases orbital and dipolar contribution to local field.

The extra electrons in SrFe$_2$W SrFe$_2$X systems are believed to localize in octahedral sites of the SS block pairs [3]. Our results do agree with this. In our spectra, lines interpreted as signals from SS pair (including the octahedral sites shared by adjacent S block) appear to be quite broadened and show slightly faster $T_2$ relaxation.

Integral intensity of 4$f_{VI}$ site in SS pair in SrFe$_2$W is 1.5, that of 6$c_{VI}$ in SS pair of SrFe$_2$X is 1.4, while if the sites were occupied by ferric ions, their resonances should have integral intensities close to 2. Resonances of 6$g$ and 9$c$ sites are overlapped with others, hence we cannot obtain their integral intensities directly, however integral intensity in 69.5 – 74MHz interval is 12.9 for SrFe$_2$W and 20.8 for SrFe$_2$X while if all sites resonating in this range were occupied by ferric ions only, the integral intensities should have been 15 and 23.

Electronic structure calculations also indicate electron localization in octahedral sites in SS block pair. Sites 4$f_{VI}$ and 6$g$ in SrFe$_2$W have unusually strong dipolar or orbital contribution to local field and calculated valence as well as magnetic moment of 4$f_{VI}$ site is considerably lower than of other sites. In SrFe$_2$X calculations point towards 9$c_{VI}$ site, which has strong orbital and dipolar component of local field as well as low calculated valence and magnetic moment.

Similarly to LaSrM one can see tendency towards charge localization in octahedral sites inside S blocks, the only difference (or rather extension of the observation) is that in SrFe$_2$X SS block pairs (absent in LaSrM) are obviously preferred over solitary S blocks (absent in SrFe$_2$W). Question remains whether preference of ferrous ion localization within SS block pair is the same in SrFe$_2$W and SrFe$_2$X or whether there is a difference between these two hexaferrite types. The calculations indicate slightly different scenarios (in SrFe$_2$W both types of octahedral sites inside SS pair have ferrous character, while in SrFe$_2$X only the sites in between the adjacent S blocks are ferrous), however experimental spectra do not exactly support this – the broad component in 70–73 MHz range is of very similar shape in both hexaferrite types thus implying that similar patterns of ferrous ions are formed in SS pairs of SrFe$_2$W and SrFe$_2$X.
11.6 Summary

We observed experimental $^{57}$Fe NMR spectra of SrM, SrFe$_2$W and SrFe$_2$X hexaferrites and confronted them with results of electronic structure calculations. Based on comparison of spectra, similarities between M, W and X structures and calculation results we proposed interpretations of SrFe$_2$W and SrFe$_2$X spectra. Further we discussed localization of ferrous ions in SrFe$_2$W and SrFe$_2$X systems, calculations and experiments indicate, that in both systems are the ferrous ions located in octahedral sites within SS blocks.
Chapter 12

Conclusions

We studied hexaferrite systems of M, W, X and Y structure types by means of $^{57}$Fe, $^{59}$Co, $^{63}$Cu + $^{65}$Cu, $^{67}$Zn and $^{139}$La NMR, electronic structure calculations and magnetoelectric experiments. We assessed how is local structure of studied materials influenced by doping, particle size, thermal treatment and sample position in parent crystal.

In NMR experiments we were able to achieve high sensitivity which allowed us to obtain good quality $^{57}$Fe spectra of sub-miligram amounts of non-enriched samples (330 µm spheres, thin layers). Combination of electronic structure calculation with NMR has proven to be quite fruitful, calculations unquestionably significantly improved our capability to interpret the experimental NMR spectra and provided independent view on phenomenon of charge localization. The magnetoelectric experiments allowed us to study electrical polarization induced by non-collinear magnetic order.

The main obtained results can be summarized as follows:

- We observed pronounced effect of demagnetizing fields on $^{57}$Fe spectra of SrM oriented thin films and submicron BaM particles. In smallest particles (16 nm diameter) significant fast-relaxing spectral component corresponding to resonance of surface layer was identified. This component is overall broadened and has tail reaching to low frequencies indicating smaller mean magnetic moments of ions in surface layer.

- In magnetoelectric Ba$_{0.5}$Sr$_{1.5}$Zn$_2$Y hexaferrites we found that annealing markedly improves temperature range in which ME behavior can be observed while somewhat lowering maximum polarization observed at 4.2 K. The $^{67}$Zn and $^{57}$Fe NMR have not shown significant change of microstructure upon annealing (namely the Zn distribution was not found to be observably altered).
• In Sc doped BaM spheres we found $^{57}$Fe NMR spectra and relaxations independent on position of sample in parent crystal prepared by TSSG technique indicating that Sc content as well as that of possible impurity is homogeneous in the crystal. We observed significant enhancement of $T_1$ relaxation by addition of Sc while observed $T_2$ was near its theoretical maximum for given $T_1$. Based on analysis of spectra we proposed, that Sc enters mainly $2b$ and $4f_{VI}$ sublattices.

• We identified that in LaSrM system the extra charge brought in by La$^{3+}$ is localized on $2a$ sites within full range of La content and that its distribution is static on timescale of at least 0.1 $\mu$s. This experimental observation is in accord with results of electronic structure calculations of LaM. We also proposed novel interpretation of $^{57}$Fe NMR spectrum of LaM. In LaSrM samples co-substituted by Zn, Cu and Co we identified that Zn enters tetrahedral $4f_{IV}$ sites and does well compensate the effect of La, Cu enters octahedral $4f_{VI}$ sites in smaller than nominal concentrations, and that Co likely enters $4f_{IV}$ sites as well as $12k$ sites. $^{59}$Co NMR spectra indicated presence of divalent as well as trivalent Co in the Co co-substituted samples.

• Finally we observed $^{57}$Fe spectra of SrFe$_2$W and SrFe$_2$X and based on comparison with spectrum of SrM and results of electronic structure calculations were able to partially interpret the observed $^{57}$Fe NMR patterns. Further we propose that ferrous ions in SrFe$_2$W and SrFe$_2$X form in octahedral sites inside pairs of adjacent S blocks.

These results are useful within scope of basic research (preference sites for substitution atoms, localization of ferrous ions, interpretation of LaM, SrFe$_2$W and SrFe$_2$X $^{57}$Fe spectra) as well as from application point (homogeneity of dopant content in BaM spheres, effect of annealing on ME properties of Ba$_{0.5}$Sr$_{1.5}$Zb$_2$Y ).
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